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Curriculum Vitae

Personal inormation

Name
Krister Dackland

Date of birth
May 25, 1964

Nationality
Swede

Academic degrees
· Ph. D. 1999 (Computer Science)

· Ph. L. 1992 (Computer Science, Parallel Computing)

· Ms 1989 (Mathematics, with emphasis on Computer Science.)

Misc. Merits 

Selected Research Papers of Krister Dackland

Parallel Block Matrix Factorizations on the Shared Memory Multiprocessor IBM 3090 VF/600J, by K. Dackland, E. Elmroth, B. Kågström, and C. Van Loan. International Journal of Supercomputer Applications, 6(1):69-97, 1992. 

Design and Evaluation of Parallel Block Algorithms: LU Factorization on an IBM 3090 VF/600J, by K. Dackland, E. Elmroth, B. Kågström, and C. Van Loan. In J. J. Dongarra et al, editor, Proceedings of the Fifth SIAM Conference on Parallel Processing for Scientific Computing, pages 3-10, Houston, 1992. SIAM Publications. 

Design and Performance Modeling of Parallel Block Matrix Factorizations for Distributed Memory Multicomputers, by K. Dackland and E. Elmroth. In Proceedings of the Industrial Mathematics Week, pages 102-116, 1992. 

A Ring-Oriented Approach for Block Matrix Factorizations on Shared and Distributed Memory Architectures, by K. Dackland, E. Elmroth, and B. Kågström. In R. F. Sincovec et al, editor, Proceedings of the Sixth SIAM Conference on Parallel Processing for Scientific Computing , pages 330-338, Norfolk, 1993. SIAM Publications. 

Reduction of a Regular Matrix Pair (A, B) to Block Hessenberg-Triangular Form, by K. Dackland, and B. Kågström. In Dongarra et. al.,  editor, Proceedings of Workshop on Applied Parallel Computing in Physics, Chemistry and Engineering Science (PARA95), Lyngby, Denmark,  pages 125--133, 1995, Lecture Notes in Computer Science, Springer Verlag.

An Hierarchical Approach for Performance Analysis of ScaLAPACK-based Routines Using the Distributed Linear Algebra Machine, by K. Dackland, and B. Kågström. In Wasniewski et. al.,  editor, Proceedings of Workshop on Applied Parallel Computing in Industrial Computation and Optimization (PARA96), Lyngby, Denmark,  pages 187-195, 1996, Lecture Notes in Computer Science, Springer Verlag.

A ScaLAPACK-style Algorithm for Reducing a Regular Matrix Pair to Block Hessenberg-Triangular form, by K. Dackland, and B. Kågström. In Kågström et. al.,  editors, Proceedings of Workshop on Applied Parallel Computing in Large Scale Scientific and Industrial Problems (PARA98), Umeå, Sweden, 1998, Lecture Notes in Computer Science, No 1541 , Springer Verlag.

Blocked Algorithms for Reduction of a Regular Matrix Pair to Generalized Schur Form, by K.Dackland and B. Kågström. In B. Hendricksson et al editor, Proceedings of the Ninth SIAM Conference on Parallel Processing for Scientific Computing , San Antonio, 1999. SIAM Publications. (Awarded as best poster presentation)

Blocked Algorithms and Software for Reduction of a Regular Matrix Pair to Generalized Schur Form, by K.Dackland and B. Kågström. ACM Transactions on Mathematical Software, Vol 25, No. 4, 1999,  Pages 425-454

Parallel Two-Stage Reduction of a Regular Matrix Pair to Hessenberg-Triangular, Form by Björn Adleborn, Krister Dackland and Bo Kågström In NN et. al., editors, Proceedings of Workshop on Applied Parallel Computing in Large Scale Scientific and Industrial Problems (PARA00), Bergen, Norway, 2000, Lecture Notes in Computer Science, No xxx , Springer Verlag. to appear

Ph. D. and Ph. L. thesises of Krister Dackland

Design, Modeling, and Evaluation of Parallel Block Matrix Factorization Algorithms for Shared and Distributed Memory Architectures, by K. Dackland and E. Elmroth. Licentiate thesis, UMINF 92.07, Institute of Information Processing, University of Umeå, 1992
Design, Modeling, and Evaluation of High-Performance Algorithms for Matrix Factorizations and Matrix Pair Reductions, by K.Dackland, Ph.D. thesis, UMINF 99.03, Department of Computing Science, Umeå University, 1999

Teaching experience 

Teaching at Dept. of Computing Science: Distributed System, D-level, Compiler Techniques, D-Level, Design and analysis of algorithms for Parallel computer systems, D-Level, Parallel Computer Systems, C-Level, Parallel Computing 1, C-level, Programming Techniques, A-Level, Programming methodology, A-Level (Most of the courses several times)

Teaching at the Swedish National Graduate School in Scientific Computing (NGSSC): Parallel Algorithms with applications to scientific computing

Teaching at HPC2N: Various courses on high performance computing at the universities in Lund, Umeå, Kiruna, Luleå, and Östersund.

Employment

Time period
Employer and position

1988-1989
Employer:
Umeå University, Dept. of computing science


Position:
Amanuens (25%)

1990-1992
Employer:
Umeå University, Dept. of computing science


Position:
Teaching assistant

1992-1995
Employer:
Umeå University, Dept. of computing science


Position:
PhD. student

1995-1998
Employer:
Umeå University, Dept. of computing science


Position:
subject teacher (universitets adjunkt)

1997-2000
Employer:
Umeå University


Position:
Research Consultant/Coordinator at High Performance Computing Center North, Umeå University (50%)

1999-2000
Employer:
Umeå University, Dept. of computing science


Position:
Senior lecturer (universitets lektor) (50%)

2000-
Employer:
Umeå University, Dept. of computing science


Position:
Senior lecturer (universitets lektor) (5%)

2000-
Employer:
Ericsson Messaging AB


Position:
System Designer


