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Abstract—In this paper we present an optimized architecture
for differential PSK detection which effectively minimizes the
required logic complexity for ASIC implementation. This com-
plexity reduction is obtained by doing intelligent truncation of
the detector input words and by utilizing a bit-serial/word-paral-
lel structure. We also show that this can be done without degrad-
ing the performance in terms of bit error rate. The structure has
been implemented in a direct sequence spread spectrum trans-
ceiver circuit, and preliminary measurement results are pre-
sented.

1. INTRODUCTION
A. Background

The design of flexible and efficient future high data rate
mobile communication systems such as e.g. the Walkstation
concept [1], is a major challenge due to the inherent complex-
ity of underlying algorithms and to the harsh radio environ-
ment in which these systems will operate. Even though VLSI
technology continuously allows increasingly complex systems
to be integrated into single chip solutions, simplifications of
the existing signal processing algorithms are needed to allow
implementation.

In this work, we present our CMOS standard cell design of
a digital transceiver for a direct sequence spread spectrum (DS
SS) radio targeted for up to 2 Mbit/s cellular data communica-
tion, see figure 1. We will concentrate on the development of
the detection unit, which is based on differential phase shift
keying. A top-down design flow has been employed which
allowed us to early identify large system-related complexity
reductions and at a later stage do the implementation tech-
nique related savings.

Most of the design which now has been implemented in an
ASIC is based on our earlier work, which is reported in refer-
ences 2 to 5. In this paper we report our new results on the
complexity optimized detection scheme and its implementa-
tion architecture.

B. Phase Shift Keying

Phase shift keying (PSK) is a since long well known modu-
lation method for digital radio applications. Confining our-
selves to binary and quadrature PSK, this linear modulation
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Figure 1. The radio including the analog frontend.

scheme allows optimal detection in the sense that with a fixed
signalling bandwidth, it gives the best performance in terms of
probability of error as a function of the signal-to-noise ratio
E,/N, compared to all memory-less, uncoded digital modula-
tion methods. This requires completely coherent detection, i.e.
very accurate phase- and frequency recovery, in the receiver;
the detector, on the other hand, then becomes quite simple.
Figure 2, where complex notation is used for simplicity, shows
a PSK system (the dashed box disregarded), which is coherent

if 8(¢)=0 . The binary information p*) s mapped to a
binary or quadrature phase, ¢, , according to table 1 or 2. The

MF block is a receiver filter which is matched to the transmit-
ted pulse.

Another well-known but sub-optimal detector for PSK is
the differential-PSK detector, which does not require coherent
demodulation of the carrier-modulated message signal. It is

based on that the PSK symbols u(k) are differentially encoded
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Figure 2. A phase shift keying communication link, with or without
differential coding. Thick lines represent complex signals.



Table 1: BPSK Table 2: QPSK
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Figure 3. The bit error probability versus signal-to-noise ratio for different
PSK detection schemes.

before modulation in the transmitter:
4% = ej\vk = 0 gD
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which is represented by the dashed block in figure 2.
If the transmission medium is modeled as an additive white
Gaussian noise (AWGN) channel, the k’th sampled baseband

symbol y(k) will have the following appearance:
k Ky, . (k k) J8 k
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where ¢ is the channel gain factor, E, is the transmitted energy

(k)

per bit, 8, is an unknown phase, and n"~ is a complex Gaus-

sian noise term.
Due to the differential coding, the original phase informa-

tion, @, , can then be retrieved by comparing the phases of two

consecutive symbol samples or by removing the unknown
channel phase 8, by e.g. a complex multiplication:
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where an overbar denotes complex conjugation. We see that
with a small channel phase difference AG;, = 0, -0, _; and
moderate noise levels, the transmitted phase can be distin-
guished. The performance of D-PSK is plotted in figure 3 and
compared to the performance of coherent PSK. We see that the
difference is quite small for BPSK and slightly larger for
QPSK [6].
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Figure 4. A (differential) direct sequence spread spectrum transmitter.
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Figure 5. A RAKE receiver for differential DS SS modulation. An overbar
or asterisk denotes complex conjugation.

C. D-PSK in Direct Sequence Spread Spectrum

PSK is usually used as the symbol modulation form in
direct sequence spread spectrum (DS SS) systems® and often
in combination with differential coding; i.e. the bits to be
transmitted are formed into binary or quadrature phase sym-
bols and encoded according to (1) before modulating the usu-
ally binary valued pseudo-noise sequence ¢(z), as illustrated in
figure 4.

With the assumption that the transmitted signal is subjected
to a multi-path channel, the differential DS SS receiver which
is shown in figure 5 is appropriate [6]. Each R, unit consists of
a correlator and a differential demodulator. With a well chosen
code c(t), the output of the correlator’s integrator is still accu-
rately described by (2). The output of the R, units can then be
added together to form one symbol sample on which a deci-
sion can be made.

With perfect synchronization and proper design so that the

delay-line time slot of length Zti is larger than the delay

spread 7, of the channel, essentially all multi-path signal
energy can be used in the detection [7]. This structure is com-
monly referred to as a RAKE and can also be used in a coher-
ent manner which however requires phase recovery in each of
the fingers of the RAKE (replaces the differential demodula-
tor). If the different multipath components of the channel are
assumed to fade independently, the RAKE can be viewed
upon as a diversity combiner, since the different multipath
components are resolved in the RAKE fingers.

It is clear from figure 5 that the correlator and differential
demodulator in a RAKE finger will require careful design and
optimization.

1. As a good reference on spread spectrum, we recommend the
tutorial by Pickholtz et. al. [7].



I1. IMPLEMENTATIONAL DETAILS
A. Preliminary Considerations

The three most critical parameters in a digital implementa-
tion of a RAKE finger are the processing gain L, =T, /T, (i.e.
the number of code-bits (chips) of duration T, per symbol of
duration T, ), the oversampling ratio L, = T,/T; (i.e. the num-
ber of samples of duration 7, per chip), and the word width n_,,
of the incoming sample. L, is a system requirement parameter
and L is of more importance with respect to code synchroni-
zation (which is not treated in this paper). The proper choice
of n,,,, however, needs commenting before proceeding.

There is a trade-off between the dynamic range of the digi-
tal receiver on one hand and the complexity (read speed and
power consumption) of the adders and other subsequent logic
on the other hand. One strategy, which is employed in e.g.
Berkeley’s Infopad terminal [8], is to keep n,,, as small as pos-
sible in order to minimize power consumption in both the
ADC’s and the digital logic; this puts high demands on the
preceding AGC (automatic gain control). Another is to relax
the requirements on, or even eliminate the need of, an AGC by
increasing n,,,, which is our strategy (n,,, = 8).

In a digital implementation of the correlator, the accumula-
tor (i.e. integrator) constitutes the greatest challenge. In order
to avoid overflow, the adder needs to be sufficiently large;
essentially, the word width difference between the output and
input of the correlator increases linearly with the exponent of
the spreading factor and the oversampling ratio, i.e.

n = n,4.+10gy (L) +10g,(L

corr

G
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Hence with an initial word width of 8 and a maximum L L,
of ~250, the correlator output will be 8 + log,(250) = 16 bits
wide. Clearly the complex multiplier in the subsequent differ-
ential detector will become excessively large if the operands
are 2x16 bits wide. The next section presents a way to reduce
the word widths of the complex operands with nearly no sacri-
fice of performance.

B. Bit-stripping
Our solution, which we call bit-stripping, was found to be a

(k)

conversion from the 16-bit integer representation of y ™ to a

complex-exponential-representation. To see this we recognize

that y(k) from (2) can be written as:

(k) (8
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where x(k) is the largest possible integer exponent such that

~(k)

the 16-bit integers ¥, and SJEIk) do not overflow (i.e. exceed

21 or go below b ). It is now possible to truncate '

without risking to lose too much phase information. A (16-/)-

(k)
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bit truncation yields
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where jjgk) and 51flk) are scaled, l-bit versions of the MF out-

puts. The complex multiplication as defined in the first line of
(3) now becomes
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Since we for decoding only are interested in the phase of the
(k)

(k-1)

complex product v= ', the exponent of (7) is of no interest in
the decision process.

The performance of this simplified architecture on an addi-
tive white Gaussian noise channel has been evaluated through
simulations. The main interest was to find the smallest trun-
cated word-width [ allowed without decreasing the perfor-
mance compared to ideal differential detection as shown in
figure 3. In figure 6, the bit error rates (BER) for three differ-
ent values of [ are shown and compared to the ideal bit error
probability of differential BPSK. In the same figure, three dif-
ferent cases for D-QPSK are also shown. We conclude that [ =
6 will give virtually no performance degradation for D-BPSK
and very little for D-QPSK.

I11. LoGIic DESIGN
A. Overview

The detection scheme described in the previous section has
been implemented in our DS SS transceiver. The transceiver,
which is shown in figure 1, consists of a baseband transmitter
and receiver and a configuration unit which handles status
reading and configuration data writing from/to the circuit.

Preceding the detector in the receiver is a correlator unit
which apart from despreading the incoming data does code
synchronization by means of a modified delay-locked loop [9].
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Figure 6. Simulated bit error rates for D-BPSK (dashed-dotted) and D-QPSK
(dotted) for different values of bit-width I. Ideal D-BPSK (solid) and ideal D-
QPSK (dashed) are shown as a reference (solid).
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Figure 7. A block diagram of the detector architecture. The registers are
updated every symbol period.
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bit-serial/paralle]l multipliers (solid line).

In the current transceiver version there is only one correlator
(i.e. no RAKE). The output of the correlator is one complex
2x16 bits wide symbol sample every T, seconds. In section II

sym
the value of the product L L, which is equivalent to the num-

ber of clock cycles per symbol period, was maximized to 250.
Because of the configurability of our transceiver, it is not
fixed; i.e. the parameters f,,, =1/T . L, and L, can all be var-
ied. However, the product L L is lower limited to 20. This is
the most important constraint in the design of the detector.
With the detector partitioned as indicated in figure 7, this
means that we have at least 20 clock cycles for the bit-strip-
ping operation and then another 20 cycles for multiplication
and decoding.

We can now examine different solutions to achieve an area-
efficient circuit implementation of the detector. Multipliers are
complex circuits and by examining different types of resource
sharing strategies we found an efficient solution. We will here
show what was taken into consideration when the final archi-
tecture for the detection unit was selected. We will use the
complex multiplier as an example, but a similar analysis was
done for the bit-stripping unit. One complex multiplication
requires four real-number multiplications and two additions.
We have considered four different types of resource sharing
solutions: 1) A fully parallel solution with four multipliers, 2)
re-usage of two multipliers twice, 3) re-usage of one multiplier
four times, and 4) four bit-serial/word-parallel multipliers
[10].

Even for the moderate bit width of six, the bit-serial/word-
parallel solution is less than 50% of the size compared to any
of the other, see figure 8. A full bit-serial solution, however,
will not reduce the complexity any further due to the increase
of registers needed for temporary storage. From figure 8 we
can also make a coarse estimation of the initial savings we do
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Figure 9. One of the bit-stripping shift registers.

Figure 10. A schematic of the complex multiplier and symbol decoder.

by stripping from 16 to 6 bits. If we assume that a 16x16 com-
plex multiplication requires a fully parallel implementation,
we save nearly 85% by using a fully parallel 6x6 complex
multiplication. Eventually, we have selected a bit-serial/paral-
lel architecture for the complex multiplication and detection
and a bit-serial solution for the bit-stripping, and in the follow-
ing two sections we will in detail describe the functionality of
these units.

B. Bit-stripping

From the 2x16 bits arriving at the input, the 2x6 “signifi-
cant” bits should be picked out according to the principle
described in section II. This can be done by parallel loading
the two 16 bits words into two shift registers, see figure 9, and
then shifting these in the direction indicated in the figure until
either of them has non-equal bits in position 14 and 15. When
that happens, the bits in position 15 down to 10 in each shift
register are loaded into the output registers. This procedure
works because as long as bit 14 equals bit 15 in a 16 bit two’s
complement integer, it is just a prolongation of the sign bit.
One stripping operation is designed to take less than 17 clock
cycles and is controlled by a finite state machine.

C. Complex Multiplication and Decoding

(0

From the bit-stripping unit, the ; 5

Yq
the complex multiplier shown in figure 10. Both inputs are
delayed one symbol period and serialized in a parallel-to-
serial converter (P/S). The complex multiplication is com-
pleted in the subsequent adder where the real part is formed,
and in the subtractor where the imaginary part is formed. The
result at the output of the complex multiplier is sufficient to do
BPSK decoding, since the value of the transmitted symbol
then can be determined by observing at the sign bit of the real
part. QPSK decoding requires comparisons between the real
and imaginary parts, which is carried out in the adder and sub-
tractor after the complex multiplication. It should be noted that

and are fed into
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Figure 11. Printout from measurements on the fabricated DS S8 transceiver
circuit. In event A, two 1°s are clocked in to the transmitter resulting in a
180° phase shift (event B). Delayed a few symbol periods, the two 1°s come
out from the receiver (event C).

all operations after the multiplication, is carried out on bit-
serial data, and the logic needed for detection becomes very
simple.

IV. FABRICATION AND MEASUREMENTS

The DS SS transceiver was designed with AMS 0.8 um
CMOS standard cell library and fabricated during 1Q96, see
figure 12. Preliminary measurements indicate i) that the circuit
functions as specified (see figure 11) and ii) that the correlator
and synchronization units which are the most time critical
components handle sampling frequencies f, = 1/T, up to
around 75 MHz. The power consumption at the targeted f, =
50 MHz and a supply voltage of 3.3 V is in the range of 120 -
140 mW.

V. CONCLUSIONS

In this paper we have presented the circuit architecture of
our DS SS modem. A structure for D-PSK detection which
dramatically reduces the detector complexity while preserving
the dynamic range, was introduced. It was shown that the non-
idealities introduced by our approach have very small degrad-
ing effect on the performance in terms of the bit error rate for a
Gaussian channel. By doing this so called bit-stripping at the
input of the detector, area savings of nearly 85% are possible,
when comparing fully parallel structures. This results in that
power will be saved to the same extent. In addition, trade-offs
between serial and parallel implementations can result in addi-
tional savings in area and power. E.g. by careful selection of
implementation technique for the detector, we have shown that
another 50% size reduction is obtainable by using bit-serial/
word-parallel and bit-serial structures.
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Figure 12. Photograph of the processed circuit. The die area is approximately
4x4 mm and there are slightly more than 100 pads.
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