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Introduction

The topic of the present monograph is to study integrable systems from an operator theo�
retic point of view� Except for a digression on the KP equations� it is devoted to a uniform
treatment of the AKNS system� Its main intention is to show that not only the construc�
tion of explicit solution formulas� but also a great deal of the structural analysis of solution
classes can be pursued on this general level�

In the beginning soliton equations arose as distinguished nonlinear evolution equations
with striking similarities and irritating di	erences� A great step towards understanding the
connection between the equations was achieved in the landmark paper of M� J� Ablowitz�
D� J� Kaup� A� C� Newell and H� Segur 
��� Building on important work of V� E� Zakharov
and A� B� Shabat 
����� they discovered that the most prominent integrable systems in
one space variable can be derived via reduction from a more general integro�di	erential
system in two unknown functions� This was a crucial progress both in the e	ort to unify
the inverse scattering method and to explain the di	erent characteristic properties of the
equations� For example the Nonlinear Schr�odinger equation� displaying the complex nature
of quantum mechanics� results from another type of reduction than the 
essentially real�
sine�Gordon equation� Moreover it is remarkable that the AKNS system is in general non�
integrable in the sense that there are solutions with instantaneous singularities� and the
inverse scattering method applies to a certain extent only formally� One needs appropriate
reductions �we call them C � and R�reduction� to arrive at soliton equations�

In the present work we will approach the AKNS system by an operator method� Our guiding
principle can be described as follows� One translates a soliton equation and a special solution
simultaneously to an operator equation and a corresponding operator�valued solution� Then
one tries to regain solutions of the original equation by the use of an appropriate functional�

original soliton equation

solution
u � u�z� a�� a � C

solution formula with
operator�valued
parameter

�u � ��U�z�A��

operator�valued
soliton equation

solution
U � U�z�A�� A � L�E�

appropriate
translation

technique of �scalarization�
�

�

��

H
HH
�
��

Typically� the solution we start with depends on a scalar parameter a � C � The goal of
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our strategy is to construct solution formulas depending on an operator�valued parameter
A � L�E�� E some Banach space� which can be viewed as a blow�up of a� As indicated in
the diagram above� this can be achieved via a detour through the operator�level�

The original idea of this strategy is due to V� A� Marchenko� who pursued it in his pioneering
work 
��� for di	erential algebras� In his applications these are always realized by operators
on Hilbert spaces� Then B� Carl had the idea to place it into the frame of Banach operator
ideals �in the sense of A� Pietsch 
���� with the intention to establish a link between soliton
theory and the geometry of Banach spaces� In a joint paper with H� Aden 
�� this was done
for the Korteweg�de Vries equation� and the role of the trace as an appropriate choice for the
scalarization functional was clari�ed� In the sequel� the method proved to be very �exible�
As shown by Carl and the author� it works for the most prominent soliton equations� even
for discrete ones as the Toda lattice 
���� 
���� 
���� 
���� 
���� But it turned out that there
is no universal algorithm to produce the right translation to the operator level� In another
way� the e�ciency of the method was con�rmed by the work of Aden and H� Blohm 
���

���� 
���� who showed that all solutions covered by the inverse scattering method can be
realized in this frame� Here semigroup techniques play an important role 
����

Among the various other operator�theoretic approaches to soliton theory we can only men�
tion some which are closely related to our own work� In the work of C� P�oppe 
���� 
���
determinants of Fredholm integral operators are used for the construction of solutions� His
joint article 
��� with W� Bauhardt was one of the starting points of our work on the AKNS
system� In 
���� 
���� A� Sakhnovich uses the method of operator identities to face non�
commutativity in the study of matrix di	erential equations� We refer also to 
���� 
���� 
����

��� for various aspects of reduction� A combination of soliton theory� in�nite�dimensional
analysis� and Hamiltonian techniques 
���� 
��� was invented by B� Fuchssteiner� It is re�
markable that A� R� Chowdhury and Fuchssteiner 
��� obtain the operator version of the
KdV from a completely di	erent point of view�

Let us now explain the main aspects of the present work�

Throughout the whole text our intention was to treat the AKNS system in a uniform way�
As a rule this means that the constructions on the operator�level are carried out for the
general AKNS system� and everything which concerns applications to soliton equations is
done for its C �reduction �and� with ameliorations� for the subordinated R�reduction�� In
particular� we can cover a large part of soliton theory without ad hoc choices once the
general techniques are established�

Our operator�theoretic treatment of the AKNS system starts from ideas of Bauhardt and
P�oppe� In 
��� they wrote down the right operator version of the AKNS system� But for
the applications we have in mind we need a substantial generalization of their operator
solution� More precisely we construct in Theorem ����� an operator solution depending on
two parameters A � L�E�� B � L�F �� where E� F are possibly di	erent Banach spaces� in
contrast to 
��� where only the case A � B is considered� The basis of all later applications
are the determinant formulas in Theorem ������

We focus on two major applications� The �rst is a detailed study of negatons �or multiple
pole solutions� for the complete C �reduced AKNS system� From the earlier literature on�
discussions of these solutions had been appearing occasionally 
���� 
���� 
���� 
���� 
����
mostly in very particular cases� But the question of a complete and rigorous asymptotic
characterization was� to the best of our knowledge� �rst asked by Matveev 
��� in the
related context of positons �see also 
��� for corresponding material on negatons�� For
several individual equations� a complete answer was obtained by the author in 
���� 
����

���� We point out that the topic is particularly attractive in the context of the AKNS
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system� because its negatons are always regular as proved in Proposition ������ In fact they
are accessible by the inverse scattering method�

The main result is formulated in Theorem ������ In the proof we will �rst observe that
negatons consist of groups of solitons which are weakly bounded� These groups interact in
an analogous way as the particles of N �solitons� Then we will split them up and analyse
the interior structure of each group separately�

For the R�reduction� the breather is a further distinguished solitary solution� It can also
be considered as the simplest example of so�called formations 
���� 
���� In our result for
the R�reduction in Theorem ����� we also describe negatons consisting of breathers� It
is interesting that the collision of breathers a	ects not only the trajectories but also the
oscillations�

Our second main application is the construction of countable superpositions� a topic which
was initiated by F� Gesztesy� W� Karwowski� and Z� Zhao 
��� and intensely studied� for
solitons� by Gezstesy� W� Renger and collaborators 
���� 
���� 
���� For related results
see also 
��� 
���� 
���� 
���� In the present work we establish for the �rst time countable
superpositions of negatons�

The integral terms of the AKNS system force us to include assumptions on the width of
the superposed waves� However� for individual equations� for which the integral terms
cancel� this restriction can be completely dropped� Exemplarily we will give sharpened
results in Theorem ����� and Theorem ����� for the Nonlinear Schr�odinger and the modi�ed
Korteweg�de Vries equations� In the proof the amelioration relies on sophisticated Banach
space techniques�

As a digression to equations in two space variables� we will provide the operator�theoretic
basis for the treatment of the KP�I and KP�II equations� The main result is the construction
of an operator�valued solution in Theorem ������ Already in 
���� we obtained a solution
formula with two commuting operator parameters in joint work with B� Carl� The nov�
elty in Theorem ����� is that we allow operator�parameters operating on di	erent spaces�
This increases the complexity of the situation enormously� and for some time we even had
doubts about the validity of the result� But then new evidence was given in discussions
with A� Sakhnovich� He had discovered a di	erent solution of the matrix�KP with non�
commuting parameters and produced a computer�supported proof of the solution property�
Strongly encouraged by this� we �nally succeeded in proving Theorem ������ Our argument
cuts down the calculations by a consequent use of recursion relations� Later on we found
an alternative� more elegant proof relying on the properties of the Miura transformation�
Finally we carry out the familiar scalarization procedure� A generalization of the process
also leads to explicit solution formulas for the matrix KP�

In the remainder we outline the organization of the text and survey its most important
results� In Chapters ��� we lay the operator�theoretic ground of our work and derive
explicit solution formulas for the general AKNS system and the KP equations� Chapters
��� are devoted to applications� Here we discuss in particular negatons and countable
superpositions� For a more details� references� and further informations we refer to the
introductions preceding the respective chapters�

Chapter � Here we treat the general AKNS system on the operator level� We formulate
an operator version and give in Theorem ����� a solution depending on two completely inde�
pendent operator�valued parameters� The main part of the chapter is then concerned with
the proof of the solution property� The development of the general theory is continuously
accompanied by a discussion of the prototypical equations �the Nonlinear Schr�odinger� the
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sine�Gordon� and the modi�ed Korteweg�de Vries equations��

Chapter � Next we explain how to extract scalar solution formulas from our operator
soliton� The basic idea is to apply a functional with convenient multiplicativity properties�
It will turn out that this can only be done for operator solutions with speci�ed range �see
Theorem ������� and we subsequently discuss a systematic way to arrange this� Next we
use the theory of traces and determinants on Banach ideals to derive determinant formulas
which are crucial for our applications� Our main result� after a further useful amelioration�
is recorded in Theorem ������

Chapter � In this excursus we turn to the KP equation� In Theorem ����� we construct
a solution of the operator�valued KP� The hard part of the proof is to treat non�commuting
parameters� Then we extend the scalarization process such that it gives access not only to
the original scalar KP� but also to the more complicated matrix KP �see Theorem ������ and
Theorem ������� Finally we give an alternative appproach via the bilinear KP and Miura
transformations� The chapter concludes with a series of examples and computer graphics�
mainly for resonance phenomena in the context of the KP�II� indicating how to exploit our
solution formula in future research�

Chapter � In the �rst part we study soliton�like solutions of the general AKNS system�
These are the solutions which reduce to N �solitons if appropriate constraints are imposed�
In Theorem ����� we obtain explicit expressions of these solutions� The second part may be
considered as a preparation for the deeper study of negatons� We arrange the needed for�
mulas� clarify the notion of negatons� and provide a motivating discussion of the particular
case of N�solitons� The most substantial results of the second part are Proposition ������
Proposition ������ and Proposition ������ where conditions for global regularity and reality
are proved�

Chapter � The contents of this chapter is the complete asymptotic description of nega�
tons for the C �reduced AKNS system� This is done in Theorem ������ In Theorem �����
we provide a corresponding result for the R�reduced AKNS system� It is worth mentioning
that in the latter case we integrated also the simplest type of formation of solitons into the
analysis� Formations are solutions forming bound states in some sense and cannot be sep�
arated in asymptotic terms� Our result means that negatons can also consist of breathers�
not only of solitons� The largest part of the chapter is concerned with the geometric part
of the proof of Theorem ������ To illustrate our result we �nally gather computer graphics
of negatons for the sine�Gordon and the Nonlinear Schr�odinger equations�

Chapter � Here we supply the calculations needed to determine the phase�shifts in The�
orem ������ The argument reduces to the evaluation of very complicated determinants� The
main result in Theorem ����� is a substantial generalization of a classical identity of Cauchy�

Chapter � In Theorem ����� we construct countable superpositions of negatons for the
C �reduced AKNS system� and in Theorem ����� for the R�reduced AKNS system even
superpositions where beside solitons also breathers can be admitted� Because of the integral
terms appearing in the AKNS system� it seems unavoidable to assume that the appearing
waves are of controlled width� But for equations for which the integral terms cancel� we can
go further and drop this restriction �see Theorem ������ for the Nonlinear Schr�odinger and
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Theorem ����� for the modi�ed Korteweg�de Vries equations�� The idea is to compensate the
non�solvability of elementary equations by a gain of summability obtained by appropriate
factorizations through intermediate spaces� in the spirit of the Grothendieck theorem�

Appendices In Appendix A we establish the �non�obvious� link to the standard way
of constructing negatons by Wronskian determinants� These formulas can be derived via
Darboux transformations 
���� Appendix B contains a concise introduction to the theory of
traces and determinants on quasi�Banach operator ideals� In Appendix C we give� for the
sake of comparison with the general case� a straightforward proof of Theorem ����� in the
particular case of commuting parameters� This result was already stated� but not proved�
in a former joint article 
��� with B� Carl�
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C Supplement to the KP equation
 The case of commuting parameters ���
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Chapter �

Operator�theoretic treatment of

the AKNS system

One of the main mysteries in soliton theory is whether there is a precise meaning of
integrability or� at least� whether the familiar soliton equations of mathematical physics can
be understood as members of a higher structure� Building on important work of Zhakharov
and Shabat 
����� it was discovered by Ablowitz� Kaup� Newell� and Segur 
�� �see also

��� that a good deal of the most prominent soliton equations �the Nonlinear Schr�odinger
equation� the Korteweg�de Vries and modi�ed Korteweg�de Vries equations� the sine�Gordon
and sinh�Gordon equations� can in fact be obtained as reductions of a general system of two
equations� Moreover� the structural di	erence between the Nonlinear Schr�odinger equation
with its typical complex nature and the remaining above mentioned equations is re�ected
by a di	erent level of reduction�
The operator method used in the present work was �rst developed for particular equa�

tions �
��� 
���� 
���� 
���� 
���� see 
��� for a comparison and further references�� It turned
out that there is no canonical way to guess the appropriate operator equation� and it was
not clear why certain equations required much more complicated twists than others�
This was one of our main motivations to obtain a complete operator treatment for the

general AKNS system� which would yield the comprised individual equations via reduc�
tion� As for the operator equation we can build on previous work by Bauhardt and P�oppe

���� But we need several extensions� Most importantly� their operator solution is not a
generalization of the full scalar one�soliton ������ ����� with two parameters a� b but only
of the one�soliton subject to the constraint a � b� As a consequence it seems hard �if
possible� to derive merely the full family of N �solitons� whereas our formula with the two
operator�valued parameters yield them via the most obvious choices� Furthermore the ver�
i�cation of the solution property in 
��� is only formal to a certain extent� These gaps are
supplemented in Theorem ����� and its proof� With respect to scalarization� 
��� does not
furnish handy determinant formulas� which are badly needed in our applications� This will
be the content of Chapter �� It should be mentioned that there was a di	erent operator
approach by Blohm 
���� 
���� Based on operator algebra of Marchenko 
���� he described a
computational algorithm how to construct solutions for a hierarchy closely connected with
the ZS system� But he did not consider uniform formulas for the whole system�
We proceed as follows� First we brie�y discuss the AKNS system together with a number

of prototypical soliton equations� which are contained in it�
Section ��� contains the essence of the chapter� Here we formulate the operator�valued

AKNS system and construct in Theorem ����� a solution class depending on two indepen�
dent operator�valued parameters� This operator solution is the basis of all later applications�
The next task is to take reductions into account� On the operator level� we hit on

�



certain di�culties� which we will explain at the examples of the prototypical equations� It
will turn out that reductions have to be treated in connection with scalarization� which will
be the topic of Chapter ��

��� The AKNS system

For the sake of motivation we will� following 
��� 
��� recall the basic facts on the scalar
AKNS system and its reductions� In particular we will record how to obtain the Nonlinear
Schr�odinger� the modi�ed Korteweg�de Vries� and the sine�Gordon equations as special
cases�

For given non�trivial polynomials f � g � C 
x� the AKNS system reads

g
�
Tr�q

� �rt
qt

�
� f

�
Tr�q

� � r

�q
�
� �����

It is an integro�di	erential system in two unknown functions r�x� t�� q�x� t�� By Tr�q we
denote the �r� q��dependent operator�u

v

�
��� Tr�q

�u
v

�
�

�
ux � �r

� R x
�� qu d�  

R x
�� rv d�

�
�vx  �q

� R x
�� qu d�  

R x
�� rv d�

�� � �����

Interpreting
�
Tr�q

�n
as n�fold iteration� we obtain operators f

�
Tr�q

�
� g

�
Tr�q

�
acting on

pairs of functions and arrive at ����� by inserting

�
r

�q
�
�

�
rt
qt

�
�

Often it will be more conceptual to formulate conditions in terms of the rational function
f� � f�g� Some calculations even get formally simpler for�

rt
qt

�
� f�

�
Tr�q

� � r

�q
�
�

But we will avoid this because manipulation with f�
�
Tr�q

�
leads to serious justi�cation

problems concerning invertibility�
To settle existence in ������ one may restrict to functions r� q which are su�ciently

smooth on an open set Rx� �t�� t�� and decay su�ciently rapidly for x� ���
In practice� this means that explicit formulas for f

�
Tr�q

�
� g

�
Tr�q

�
can be computed�

where we are allowed to simplify expressions by �i� interchanging di	erentiation and inte�
gration and �ii� applying partial integration on intervals ���� x� with zero boundary values
in x � �� �see Section ����� for an example��
It is beyond the scope of these introductory remarks to give an adequate impression

of the by now classical theory of ����� as developed by means of the inverse scattering
method� However we mention that without further restrictions ����� is not an integrable
system and the inverse scattering method applies only to a certain extent� In particular
the corresponding Levitan�Gelfand�Marchenko equation need not always be solvable�

Geometrically this is re�ected by the existence of solutions with instantaneous singu�
larities� As remarked in 
��� V�A� one may for example look at the one�soliton� depending
on four complex parameters a� b� �� �� Setting

	�x� t� � exp�ax f��a�t ��� m�x� t� � exp�bx� f���b�t ���

the one�soliton is given by

q � �a b�m���� 	m�� �����

r � �a b� 	���� 	m�� �����

�



Now it can easily be arranged that the denominator does not vanish� say� for t � � and all
x � R� but that there are singularities after a �nite time t�� Hence the AKNS system is
not speci�c enough to prevent solutions from exploding!

The key idea is to enforce integrability by reduction� A �rst reduction� which we will call
C �reduction� consists in requiring r � �q leading to the condition f��z� � f���z� for the
rational function f� � f�g� For the one�soliton ������ C �reduction implies a � b� � � � i

�see 
���� and a straightforward calculation yields

q�x� t� � �Re�a� e�i Im
�
"�x� t�

�
cosh��

�
Re
�
"�x� t�

��
for "�x� t� � ax f��a�t ��

In particular� q is regular everywhere� has amplitude Re�a�� and moves with velocity v �
�Re�f��a���Re�a��
For illustration the reader �nds �gures for � � i
 and varying a below� The �gures

show the modulus �thick line� and the real part �thin line� of q�x� �� for the �xed time t � ��
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It is an important result that stability of one�solitons is typical� In 
�� �cf� 
���� it is shown
that the inverse scattering method applies to full extent to the C �reduced AKNS system�

There is a second reduction where one assumes in addition that the functions r� q� and
f� are real� Then a in the one�soliton of the C �reduction is real� and � � ��  i
k with
�� � R� k �Z� We obtain

q�x� t� � �a � cosh�� �"�x� t�� for "�x� t� � ax f��a�t ���

where � � �� for k odd and � � � for k even� Note that there is no oscillating term� We
call the second reduction the R�reduced AKNS system�

�



The �gures below show q�x� �� for � � �� and varying values of a� To plot clear �gures�
here we added position shifts ���
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Successively a � 	� �
� � and ��

����� Prototypical equations in the AKNS system� Nonlinear Schr�odinger�
sine�Gordon� and modi�ed Korteweg�de Vries equations

There are three prototypical equations contained in the AKNS system� The Nonlinear
Schr�odinger equation �NLS�� the modi�ed Korteweg�de Vries equation �mKdV�� and the
sine�Gordon equation �sG�� In the sequel we explain how they can be obtained and why
they are prototypical� In the �rst example we will perform the ensuing calculations in
detail�

The Nonlinear Schr�odinger equation

To obtain the Nonlinear Schr�odinger equation� we consider f��z� � �iz�� In other words�
we have f�z� � �iz�� g�z� � �� Because

Tr�q

�
r

�q
�

�

	
rx � �r
�R x

�� rq d� � R x�� rq d�
�

qx  �q
�R x

�� rq d� � R x�� rq d�
�
�A �

�
rx
qx

�
�

�
Tr�q

�� � r

�q
�

� Tr�q

�
rx
qx

�
�

	
 rxx � �r
�R x

�� rxq d�  
R x
�� rqx d�

�
�qxx  �q

� R x
�� rxq d�  

R x
�� rqx d�

�
�A

�

�
rxx � �r

R x
���rq�x d�

�qxx  �q
R x
���rq�x d�

�
�

�
rxx � �r�q
�qxx  �q�r

�
�

the system ����� associated with this choice of f� becomes

�irt  rxx � �r�q � ��

iqt  qxx � �q�r � ��

Actually this choice is quite natural� since we aim at an equation which is �rst order in the
time vaiable t and second order in the space variable x� Thus it is immediately clear that
f� should be a polynomial of degree two�

In particular� after the reduction r � �q� we arrive at the NLS

iqt  qxx  �q
�q � �� �����

�



If we omit all possible position shifts� the one�soliton of the NLS is

q�x� t� � �Re�a� e�i
�
Im�a�x 

�
Im�a�� � Re�a��
t� cosh�� �Re�a� � x �Im�a�t 
 ��

Its amplitude is determined by Re�a�� whereas its velocity equals v � ��Im�a�� In partic�
ular� both can be chosen independently�

The modi�ed Korteweg	de Vries equation

For the modi�ed Korteweg�de Vries equation� the right choice again is a polynomial� If we
take f��z� � �z�� then ����� reads

rt  rxxx � �rrxq � ��

qt  qxxx � �qqxr � ��

In contrast to the �rst example� here we not only assume r � �q but also that q is real�
Consequently r � �q� and we end up with the mKdV

qt  qxxx  �q
�qx � �� �����

As for the one�soliton� we get� neglecting again position shifts�

q�x� t� � �a cosh�� �a
x� a�t�
�
�

where a � R� Here the amplitude �a and the velocity v � a� are coupled�

The sine	Gordon equation

Whereas in both other examples f� was a polynomial� the sine�Gordon equation is obtained
for f��z� � ��z� Using the right interpretation of the system ����� with g�z� � z� f�z� � ��
we get

rtx � �r
Z x

��
�qr�t d� � r � ��

qtx � �q
Z x

��
�qr�t d� � q � ��

In particular� the same restriction as in the second example� r � �q� q real� yields a
derivative version of the sG�

qtx  �q

Z x

��
�q��t d� � q� �����

Its one�soliton is

q�x� t� � �a cosh�� �ax t�a
�

for a � R� Again amplitude �a and velocity v � ���a� are coupled�
The relation of ����� to the usual form of the sine�Gordon equation uxt � sin�u� is given

by the transformation u � �� R x�� q d� �see 
���� More precisely� if u is a solution of the
sine�Gordon equation decaying su�ciently fast for x� ��� then we have for q � �ux��

qtx  �q

Z x

��
�q��t d� � ��

�

�
utxx  ux

Z x

��
uxtux d�

�
� ��

�

�
�sin u�x  ux

Z x

��
sin�u�ux d�

�
� ��

�

�
cos�u�ux � ux

Z x

��
�cos u�x d�

�
� ��

�
ux � lim

x���
cos�u� � q�

Thus q � �ux�� solves ������
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Nevertheless� the sine�Gordon itself can also be treated directly by the operator�method
presented in this work� The reader may �nd the corresponding results �including the
rigorous asymptotic analysis of negatons� in 
���� 
����
Maybe it is worth remarking that u � �� R x�� qd� is just the kink or antikink solu�

tion of the sine�Gordon equation �depending on the sign of a�� Transferred to laboratory
coordinates� one obtains the usual pictures�

��� The non�abelian AKNS system

Next we present an operator�valued version of the AKNS system� Our approach is a gen�
eralization of the work of Bauhardt and P�oppe� In 
��� they introduced and studied the
system ������ ������ The most important di	erence to our treatment is that we deduce
solution formulas with two operator parameters� This will� already in the case of solitons�
be essential to obtain complete families of solutions �see Remark ������ b���

For given polynomials f� g � C 
x�� the non�abelian AKNS system reads

g
� TR�Q � �Rt

Qt

�
� f

� TR�Q � � R

�Q
�
� �����

where the unknown operator�valued functionsR�x� t��Q�x� t� take values in L�F�E��L�E� F ��
respectively� and TR�Q denotes the operator�

U

V

�
��� TR�Q

�
U

V

�
�

	
 Ux �
�
R
R x
���QU  V R�d�  

R x
���UQ RV �d� R

�
�Vx  

�
Q
R x
���UQ RV �d�  

R x
���QU  V R�d� Q

�
�A �

�����

for U � U�x� t� � L�F�E�� V � V �x� t� � L�E� F �� The operators f � TR�Q �
� g

� TR�Q �
are de�ned as in the preceding section� For Banach spaces E� F � we denote by L�E� F � as
usual the Banach space of bounded linear operators equipped with the standard operator
norm�

Existence of the expressions appearing in ����� may be ensured similarly as in the
scalar case� One requires that R� Q are su�ciently smooth and behave su�ciently well
for x � ��� More precisely the latter means for the operator�function R � R�x� t�� For
some su�ciently large n� � N �depending on the degrees of f � g�� one requires that the
t�dependent expressions

k R��� t� k���� sup
x�R

��  jxj��
��� ��

�x�
R�x� t�

���
are �nite for 
� � � n�� Moreover� the map t �� R��� t� has to be continuous with respect to
k � k���� 
� � � n�� Finally� the t�derivative Rt�x� t� is required to have the same properties�

The main point is that then the integrals appearing in the de�nition of TR�Q can be
evaluated as Bochner integrals� The continuity hypothesis in t ensures that in ����� both
sides are at least continuous�
However� these aspects are somewhat peripheral to our purposes� because existence

will always be evident in our main results� and the solutions will even decay faster than
any polynomial together with their derivatives� Therefore we do not make an e	ort to
state optimal assumptions on smoothness and decay� Roughly speaking� almost all later
di�culties will be situated in the target spaces L�F�E�� L�E� F �� and not in spacetime�

The following theorem is our fundamental tool for the study of the AKNS system�

�



Theorem ������ Let E� F be Banach spaces� A � L�E�� B � L�F � � constant operators
such that spec�A�	 spec��B� is contained in the domain where f� is holomorphic�

Assume that L � L�x� t� � L�F�E�� M � M�x� t� � L�E� F � are operator�valued
functions which� on a strip f�x� y�jx � R� y � �t�� t��g� are su�ciently smooth and behave
su�ciently well for x� ��� and solve the base equations

Lx � AL� Lt � f��A�L�

Mx � BM� Mt � �f���B�M�

Assume furthermore that �I � LM�� �I �ML� are invertible on R� �
t�� t�

�
�

Then

Q � �I �ML����BM  MA�� ������

R � �I � LM��� �AL LB�� ������

is a solution of ���	
 on R� �t�� t���
Note that the expressions f��A�� f���B� do not cause complications because the arguments
A� B are bounded operators and the holomorphic function calculus works in the usual way
�see 
���� 
�����

Remark ������ a
 In ���� several additional technical assumptions are made� But the
main di
erence is that ���� assumes A � B�

b
 The solution �����
� �����
 is formally analogous to the one�soliton� Indeed� we
recover ����
� ����
 if we take all functions scalar�valued� In the applications we shall see
that the operator�valued parameters A� B give access to a huge variety of solutions�

c
 A comparison with the inverse scattering method supports the point of view that the
underlying spectral data are encoded in the operators A� B� The fact that A� B map between
di
erent Banach spaces re�ects that� in the scalar case of the general AKNS system� the
contributions of r�x� ��� q�x� �� to the spectral data are completely unrelated�

Before entering the proof� we collect some preparational material� We start with the
following easy observation�

Lemma ������ Let E� F be Banach spaces and S � L�F�E�� T � L�E� F � arbitrary
operators such that the inverses �I�ST ���� �I�TS��� exist� Then the following identities
hold�

�I � TS���T � T �I � ST ���� ������

S�I � TS���T � �I � ST ��� � I� ������

Proof To verify ������� we use T �I � ST � � �I � TS�T and multiply it by �I � ST ���

from the left and by �I � TS��� from the right� As a consequence�

S�I � TS���T � ST �I � ST ���

�
�
I � �I � ST �

�
�I � ST ���

� �I � ST ��� � I

which is �������

Next we recall the non�abelian di	erentiation rule for inverse operators�

Lemma ������ Let T � T �s� � L�E� be a family of operators depending on a real variable
s which is di
erentiable with respect to s and invertible for all s � R� Then T���s� is
di
erentiable� and we have

T��s � �T��TsT���

��



In the proof of Theorem ����� we will introduce certain operator�valued functions� The
subsequent lemmata contain rules for the manipulations with these functions�

Lemma ������ Let E� F be a Banach spaces and A � L�E�� B � L�F � constant operators�
Let L � L�s� � L�F�E�� M � M�s� � L�E� F � be operator�valued functions which are
di
erentiable with respect to the real variable s and satisfy the base equations

Ls � AL� Ms � BM�

and assume that �I � LM�� �I �ML� are always invertible�
Furthermore� let An � L�E�� Bn � L�F �� n � N�� be constant operators with 
A�An� �


B�Bn� � � for all n�
De�ne the following operator�valued functions

T � �I � LM����AL LB�� bT � �I � LM����A LBM��

S � �I �ML����BM  MA�� bS � �I �ML����B  MAL��

and� for n � N�
Tn � �I � LM����AnL LBn�� bTn � �I � LM����An  LBnM��

Sn � �I �ML����BnM  MAn�� bSn � �I �ML����Bn  MAnL��

Then the following derivation rules hold for all n � N��

Tn�s � bTTn� ������bTn�s � TSn� ������

Sn�s � bSSn� ������bSn�s � STn� ������

Proof We start with ������� From Lemma ������ the base equations� and the fact that

A�An� � �� we observe

Tn�s � ��I � LM�����LM�s�I � LM���
�
AnL LBn

�
 �I � LM���

�
AnL LBn

�
s

� �I � LM���
�
�AL LB�M

�
�I � LM���

�
AnL LBn

�
 �I � LM���A

�
AnL LBn

�
� �I � LM���

�
�AL LB�M  A�I � LM�

�
Tn

� �I � LM���
�
A LBM

�
Tn

� bT Tn�

Analogously we �nd

bTn�s � ��I � LM�����LM�s�I � LM���
�
An  LBnM

�
 �I � LM���

�
An  LBnM

�
s

� �I � LM���
�
�AL LB�M

�
�I � LM���

�
An  LBnM

�
 �I � LM���

��
AL LB

�
BnM

�

��



� T

�
M�I � LM���

�
An  LBnM

�
 BnM

�
� T �I �ML���

�
M
�
An  LBnM

�
 �I �ML�BnM

�
� T �I �ML���

�
MAn  BnM

�
� T Sn�

where we have in addition used Lemma ����� for the fourth identity�
This is ������� The argument for ������� ������ is completely symmetric�

The next lemma only concerns constant operators�

Lemma ������ Let E� F be a Banach spaces and L � L�F�E�� M � L�E� F � be operators
such that �I�LM�� �I�ML� are invertible� Furthermore� let A�An � L�E�� B�Bn � L�F ��
n � N�� satisfy �i
 
A�An� � 
B�Bn� � � 
n and �ii
 An�� � AnA� Bn�� � �BnB 
n�
De�ne

T � �I � LM����AL LB�� bT � �I � LM����A LBM��

S � �I �ML����BM  MA�� bS � �I �ML����B  MAL��

and� for n � N��

Tn � �I � LM����AnL LBn�� bTn � �I � LM����An  LBnM��

Sn � �I �ML����BnM  MAn�� bSn � �I �ML����Bn  MAnL��

Then the following identities hold for all n � N��bTn bT � TnS � bTn��� ������bT bTn � TSn � bTn��� ������bTnT � Tn bS � Tn��� ������bTTn � T bSn � Tn��� ������bSn bS � SnT � �bSn��� ������bS bSn � STn � �bSn��� ������bSnS � Sn bT � �Sn��� ������bSSn � S bTn � �Sn��� ������

Proof Let us start with ������� We calculate

�I � LM� TnS �
�
AnL LBn

�
�I �ML���

�
MA BM

�
� An

�
L�I �ML���M

�
A LBn

�
�I �ML���

�
BM

 LBn

�
�I �ML���M

�
A An

�
L�I �ML���

�
BM�

At this point we apply Lemma ����� to the large brackets in order to change �I �ML���

into �I � LM��� wherever it appears� We get

�I � LM� TnS

� An

�
�I � LM��� � I

�
A LBn

�
I  M�I � LM���L

�
BM

 LBn

�
M�I � LM���

�
A An

�
�I � LM���L

�
BM

� �
�
AAn � LBBnM

�
 
�
An  LBnM

�
�I � LM���

�
A LBM

�
��



� �
�
An��  LBn��M

�
 
�
An  LBnM

�
�I � LM���

�
A LBM

�
� �I � LM�

�
� bTn��  bTn bT��

which proves ������� As for ������� we can use completely the same line of arguments just
exchanging the roles of A and An� B and Bn�
As for ������� we calculate

�I � LM� bTnT � �
An  LBnM

�
�I � LM���

�
AL  LB

�
� LBn

�
M�I � LM���L

�
B  An

�
�I � LM���

�
AL

 LBn

�
M�I � LM���

�
AL An

�
�I � LM���L

�
B

� LBn

�
�I �ML��� � I

�
B  An

�
I  L�I �ML���M

�
AL

 LBn

�
�I �ML���M

�
AL An

�
L�I �ML���

�
B

�
�
AAnL� LBBn

�
 
�
AnL LBn

�
�I �ML���

�
B  MAL

�
�

�
An��L LBn��

�
 
�
AnL LBn

�
�I �ML���

�
B  MAL

�
� �I � LM�

�
Tn��  Tn bS��

and again ������ can be veri�ed by the same calculation� exchanging the roles of A and An�
B and Bn�
Now we turn to ������� Here the argument is symmetric to the veri�cation of �������

but there is an additional sign in front of the term bSn��� which is due to the di	erence in
the recursion relation for Bn� We observe

�I �ML� SnT �
�
MAn  BnM

�
�I � LM���

�
AL LB

�
� Bn

�
M�I � LM���L

�
B  MAn

�
�I � LM���

�
AL

 Bn

�
M�I � LM���

�
AL MAn

�
�I � LM���L

�
B

� Bn

�
�I �ML��� � I

�
B  MAn

�
I  L�I �ML���M

�
AL

 Bn

�
�I �ML���M

�
AL MAn

�
L�I �ML���

�
B

�
�
�BBn  MAAnL

�
 
�
Bn  MAnL

�
�I �ML���

�
B  MAL

�
�

�
Bn��  MAn��L

�
 
�
Bn  MAnL

�
�I �ML���

�
B  MAL

�
� �I �ML�

�bSn��  bSn bS��
and ������ follows by exchanging A and An� B and Bn�

Finally� we check ������� Here the arguments are close to the calculations for ������
except for the di	erent recursion relation�

�I � LM� bSnS � �
Bn  MAnL

�
�I �ML���

�
BM  MA

�
� MAn

�
L�I �ML���M

�
A Bn

�
�I �ML���

�
BM

 MAn

�
L�I �ML���

�
BM  Bn

�
�I �ML���M

�
A

��



� MAn

�
�I � LM��� � I

�
A Bn

�
I  M�I � LM���L

�
BM

 MAn

�
�I � LM���L

�
BM  Bn

�
M�I � LM���

�
A

�
�
BBnM �MAAn

�
 
�
BnM  MAn

�
�I � LM���

�
A LBM

�
� �

�
Bn��M  MAn��

�
 
�
BnM  MAn

�
�I � LM���

�
A  LBM

�
� �I �ML�

�
� Sn��  Sn bT��

Exchanging the roles of A and An� B and Bn� this argument also shows �������
This completes the proof�

The last preparation concerns the existence of the integrals in Theorem ������

Lemma ������ The derivative of the operator�valued functions Q � Q�x� t�� R � R�x� t�
given in Theorem ����� with respect to t is�

Qt � �I �ML���
�
� f���B�  Mf��A�L

�
Q

Rt � �I � LM���
�

f��A� � Lf���B�M
�
R�

Proof The calculations are quite similar as the ones in Lemma ������ The only di	erence
is that here we use the base equations Lt � f��A�L� Mt � �f���B�M � Let us start with

Qt � ��I �ML�����ML�t�I �ML���
�
BM  MA

�
 �I �ML���

�
BM  MA

�
t

� �I �ML���
��� f���B�M  Mf��A�

�
L
�
�I �ML���

�
BM  MA

�
 �I �ML�����f���B��

�
BM  MA

�
� �I �ML���

��� f���B�M  Mf��A�
�
L� f���B��I �ML�

�
Q

� �I �ML���
�
� f���B�  Mf��A�L

�
Q�

and� analogously�

Rt � ��I � LM�����LM�t�I � LM���
�
AL LB

�
 �I � LM���

�
AL LB

�
t

� �I � LM���
��
f��A�L� Lf���B�

�
M
�
�I � LM���

�
AL LB

�
 �I � LM���f��A�

�
AL LB

�
� �I � LM���

��
f��A�L� Lf���B�

�
M  f��A��I � LM�

�
R

� �I � LM���
�
f��A�� Lf���B�M

�
R�

which completes the proof�

Let us recall a speci�c form of the fundamental theorem of calculus for operator�valued
functions depending on a real variable �see for example 
�����

��



Lemma ����
� Let E� F be Banach spaces and T � T �s� � L�E� F � a family of operators
which is continuously di
erentiable with respect to a real variable s and satis�es the boundary
condition T �s�� � for s� ��� Then� for all s�

T �s� �

Z s

��
Ts���d��

Lemma ������ Let L � L�x� t�� M �M�x� t� be as given in Theorem ������ Then� for all
constant operators bA � L�E�� bB � L�F �� the operator�functionsbT � �I � LM��� � bAL  L bB��bS � �I �ML����M bA bBM��
decay as x� ���

Proof It su�ces to show the assertion for bS � bS�x� t�� To this end� �x t and choose
x su�ciently large such that jjL�x� t�jj� jjM�x� t�jj � �� Then� by the Neumann series
argument�

jj���ML���jj � jj
�X
k��

�ML�kjj �
�X
k��

jjM jjkjjLjjk � �

�� jjM jj jjLjj�

Since bS � ���ML���� bBM  M bA�� the boundary condition for bS follows easily from
jjbSjj � �jj bAjj jj bBjj� jjM jj

�� jjM jj jjLjj � �

as x� �� by assumption�

Now we are in position to give the proof of Theorem ������

Proof �of Theorem ������ The prove is divided into three steps� The aim of the �rst
and the second step is to derive an explicit expression for the n�fold iteration

� TR�Q �n
applied to�

R

�Q
�
�

�
Rt

Qt

�
�

respectively� The last step combines these expressions to derive ������

Step �
 To start with� we de�ne the following hierarchy of auxiliary operator�valued func�
tions for n � N��

Rn � �I � LM���
�
AnL� L��B�n

�
�

bRn � �I � LM���
�
An � L��B�nM

�
�

Qn � �I �ML���
�
MAn � ��B�nM

�
�

bQn � �I �ML���
�
MAnL� ��B�n

�
�

Note R� � �� R� � R� bR� � I � and� correspondingly� Q� � �� Q� � Q� bQ� � �I � In
addition we de�ne

Un � bRnR�� and Vn � bQnQ��

��



Then we claim that� for n � N��� TR�Q �n � R

�Q
�
�

�
Un
Vn

�
� ������

Proof of Step �
 By Lemma ����� �with An � An� Bn � ���B�n�� the di	erentiation
rules for the operator�valued functions Rn� bRn� Qn� and bQn are

Rn�x � bR�Rn� ������bRn�x � R�Qn� ������

Qn�x � bQ�Qn� ������bQn�x � Q�Rn� ������

Next we state rules for the evaluation of certain products of the Rn� bRn� Qn� and bQn�
following from Lemma ����� �with the same choices for An� Bn as above��bRn

bR� � RnQ� � bRn��� ������bRnR� � Rn
bQ� � Rn��� ������bR�Rn � R�
bQn � Rn��� ������bQn

bQ� � QnR� � � bQn��� ������bQnQ� � Qn
bR� � �Qn��� ������bQ�Qn � Q�
bRn � �Qn��� ������

Now� for n � N�� we in addition de�ne the operator�valued functions

Wn � RnQ�� and Zn � QnR��

and claim that the following recursion relations hold�

�Un��  Un�x � WnR�  R�Zn� ������

Vn��  Vn�x � ZnQ�  Q�Wn� ������

Wn�x � UnQ�  R�Vn� ������

Zn�x � Q�Un  VnR�� ������

Indeed ������������� can be seen as follows� For ������� we �rst use the derivation rules
������� ������� and then ������ to �nd

Un�x � bRnR��x  bRn�xR� � � bRn
bR�  R�Qn�R�

�
� bRn��  �RnQ�  R�Qn�

�
R�

� Un��  �WnR�  R�Zn��

Analogously� ������ follows from �rst applying ������� ������� and then �������

Vn�x � bQnQ��x  bQn�xQ� � � bQn
bQ�  Q�Rn�Q�

�
�
� bQn��  �Q�Rn  QnR��

�
Q�

� �Vn��  �Q�Wn  ZnQ���

To prove ������ we �rst apply the derivation rules ������� ������� and then ������ and �������
This yields

Wn�x � RnQ��x  Rn�xQ� � �Rn
bQ�  bR�Rn�Q�

�
�
��Rn��  bRnR��  �Rn��  R�

bQn�
�
Q�

� � bRnR�  R�
bQn�Q�

� UnQ�  R�Vn�

��



Finally we check ������� Here we again need the derivation rules ������� ������� then we use
������ and �������

Zn�x � Qn�xR�  QnR��x � � bQ�Qn  Qn
bR��R�

�
�
��Qn��  Q�

bRn�  �Qn��  bQnQ��
�
R�

� �Q�
bRn  bQnQ��R�

� Q�Un  VnR��

Thus we have shown the recursion relations�
Inserting ������� ������ into the recursion relation ������� and using Lemma ������ we

obtain

Un�� � Un�x�
� Z x

��
�UnQ�  R�Vn�d� R�  R�

Z x

��
�Q�Un  VnR��d�

�
� Un�x�

� Z x

��
�UnQ RVn�d� R R

Z x

��
�QUn  VnR�d�

�
�

where the integrals exist because Wn� Zn decay for x� �� �see Lemma �������
Analogously� inserting ������� ������ into the recursion relation ������� we get

Vn�� � �Vn�x 
� Z x

��
�QUn  VnR�d� Q  Q

Z x

��
�UnQ RVn�d�

�
�

In summary� we have shown

�
Un��
Vn��

�
� TR�Q

�
Un
Vn

�
� and thus� by induction��

Un
Vn

�
�
� TR�Q �n �U�

V�

�
�
� TR�Q �n � R

�Q
�
�

This completes the �rst step�

Step �
 The strategy of the second step is essentially the same as in the �rst step� Now
we need a second hierarchy of auxiliary operator�valued functions� For n � N�� we de�ne�

Tn � �I � LM���
� �

Anf��A�
�
L� L

�
��B�nf���B�

� �
�

bTn � �I � LM���
� �

Anf��A�
� � L

�
��B�nf���B�

�
M
�
�

Sn � �I �ML���
�
M

�
Anf��A�

� � �
��B�nf���B�

�
M
�
�

bSn � �I �ML���
�
M

�
Anf��A�

�
L� �

��B�nf���B�
� �

�

In addition we de�neeUn � bTnR�� and eVn � bSnQ��

Then� for n � N�� we claim that

� TR�Q �n �Rt

Qt

�
�

� eUneVn
�
� ������

Proof of Step �
 Again the di	erentiation rules for the operator�valued functions Tn� bTn�
Sn� and bSn can be taken from Lemma ����� �here withAn � Anf��A��Bn � ���B�nf���B���
As a result� it holds

Tn�x � bR�Tn� ������bTn�x � R�Sn� ������

��



Sn�x � bQ�Sn� ������bSn�x � Q�Tn� ������

The necessary rules for the evaluation of certain products of the Tn� bTn� Sn� and bSn are
taken from Lemma ����� �with the same choice for An� Bn as before�� yieldingbTn bR� � TnQ� � bTn��� ������bTnR� � Tn bQ� � Tn��� ������bR�Tn � R�

bSn � Tn��� ������bSn bQ� � SnR� � �bSn��� ������bSnQ� � Sn bR� � �Sn��� ������bQ�Sn � Q�
bTn � �Sn��� ������

Next we introduce� for n � N�� the operator�valued functionsfWn � TnQ�� and eZn � SnR��

and derive the following recursion relations�

�eUn��  eUn�x � fWnR�  R�
eZn� ������eVn��  eVn�x � eZnQ�  Q�
fWn� ������fWn�x � eUnQ�  R�
eVn ������eZn�x � Q�

eUn  eVnR�� ������

To prove these recursion relations we proceed as follows� As for ������� using the derivation
rules ������� ������� and then ������� we seeeUn�x � bTnR��x  bTn�xR� � �bTn bR�  R�Sn�R�

�
� bTn��  �TnQ�  R�Sn�

�
R�

� eUn��  �fWnR�  R�
eZn��

Accordingly� ������ follows from the derivation rules ������� ������� and then the rule �������eVn�x � bSnQ��x  bSn�xQ� � �bSn bQ�  Q�Tn�Q�

�
�
� bSn��  �SnR�  Q�Tn�

�
Q�

� �eVn��  �Q�
fWn  eZnQ���

To see ������� we apply the derivation rules ������� ������� and subsequently use ������ and
������� This yieldsfWn�x � TnQ��x  Tn�xQ� � �Tn bQ�  bR�Tn�Q�

�
�
��Tn��  bTnR��  �Tn��  R�

bSn��Q�

� �bTnR�  R�
bSn�Q�

� R�
eVn  eUnQ��

Finally� ������ follows from the derivation rules ������� ������� and then the rules ������ and
�������eZn�x � Sn�xR�  SnR��x � � bQ�Sn  Sn bR��R�

�
�
��Sn��  Q�

bTn�  �Sn��  bSnQ��
�
R�

� �Q�
bTn  bSnQ��R�

� Q�
eUn  eVnR��

Thus the recursion relations are shown�

��



Inserting ������� ������ into the recursion relations ������� ������� and using Lemma
������ the same argument as in the �rst step yields

eUn�� � eUn�x� � Z x

��
�eUnQ ReVn�d� R R

Z x

��
�QeUn  eVnR�d� �

eVn�� � �eVn�x � Z x

��
�QeUn  eVnR�d� Q Q

Z x

��
�eUnQ ReVn�d� �

�note that fWn
eZn decay for x � �� by Lemma ������ which guarantees the existence of

the integrals��

In summary�

� eUn��eVn��
�
� TR�Q

� eUneVn
�
� which by induction implies

� eUneVn
�
�
� TR�Q �n � eU�eV�

�
�
� TR�Q �n �Rt

Qt

�
�

where we have used eU� � bT�R� � Rt and eV� � bS�Q� � Qt �confer Lemma �������
This completes the second step�

Step �
 To conclude the proof� we assume that the polynomials f � g are concretely given
by

f�z� �
NX
n��

anz
n� g�z� �

NX
n��

bnz
n�

To have the same order for both polynomials we allow leading coe�cients to vanish� Then
the connection between Un and eUn is given by

NX
n��

bn eUn �
� NX
n��

bn bTn�R�

� �I � LM���
� NX

n��

bn

� �
Anf��A�

� � L
�
��B�nf���B�

�
M
��

R�

� �I � LM���
� �

g�A�f��A�
� �L � g��B�f���B�M � �

R�

� �I � LM���
�
f�A�� Lf��B�M

�
R�

� �I � LM���
� NX
n��

an�A
n � L��B�nM�

�
R�

�
� NX
n��

an bRn

�
R�

�
NX
n��

anUn� ������

and� analogously�

NX
n��

bn eVn � NX
n��

anVn� ������

��



As a result�

g
� TR�Q � �Rt

Qt

�
�

NX
n��

bn
� TR�Q �n �Rt

Qt

�
�����	
�

NX
n��

bn

� eUneVn
�

���
�	����
�	
�

NX
n��

an

�
Un
Vn

�
�����	
�

NX
n��

an
� TR�Q �n � R

�Q
�

� f
� TR�Q � � R

�Q
�
�

This completes the proof�

Remark ������� One major di
erence between our treatment and ���� is that the latter
authors work directly with a meromorphic function f� � f�g� This leads to serious di�cul�
ties concerning invertibility �or more general concerning the holomorphic function calculus
on non Banach spaces
 for TR�Q� In fact� a major part of the arguments in ���� is only
formal�

That is also the reason why we restricted to polynomials f � g� The point is that we only
need iterations of TR�Q up to a certain �nite degree� In all known applications polynomials
are su�cient�

����� Non�abelian versions of the prototypical equations

Transition from Theorem ����� to soliton equations is accomplished in two steps� First
one needs an appropriate choice of f� determining the coupled system under consideration�
Secondly� one reduces to a single equation by adding a linear relation between R and Q�
Here we will perform the �rst step� The second step will be postponed because it

requires �at least for the C �reduction� further choices and becomes only transparent when
considered in the context of scalarization� But we will brie�y discuss the di�culties which
have to be overcome �see Remarks ������� ��������

The non	abelian Nonlinear Schr�odinger equation

As in the scalar case we choose f��z� � �iz� �confer Section ������� Then

TR�Q
�

R

�Q
�
�

	
Rx �
�
R
R x
���QR�QR� d�  

R x
���RQ�RQ� d� R

�
Qx  

�
Q
R x
���RQ� RQ� d�  

R x
���QR� QR� d� Q

�
�A �

�
Rx

Qx

�
�

and � TR�Q �� � R

�Q
�
� TR�Q

�
Rx

Qx

�

�

	
 Rxx �
�
R
R x
���QRx  QxR� d�  

R x
���RxQ RQx� d� R

�
�Qxx  

�
Q
R x
���RxQ RQx� d�  

R x
���QRx  QxR� d� Q

�
�A

�

	
 Rxx �
�
R
R x
���QR�x d�  

R x
���RQ�x d� R

�
�Qxx  

�
Q
R x
���RQ�x d�  

R x
���QR�x d� Q

�
�A

�

�
Rxx � �RQR
�Qxx  �QRQ

�
�

��



and the associated system ����� becomes

�iRt  Rxx � �RQR � �� ������

iQt  Qxx � �QRQ � �� ������

By Theorem ������ we obtain an explicit solution of ������� ������ as follows�

Proposition ������� Let E be a Banach space and A� B � L�E��
Assume that L � L�x� t�� M �M�x� t� � L�E� are operator�valued functions which� on

a strip R� �t�� t��� are su�ciently smooth and behave su�ciently well for x � ��� and
solve the base equations

Lx � AL� Lt � �iA�L� and Mx � BM� Mt � iB
�M�

Assume that �I  LM�� �I  ML� are invertible on R� �t�� t���
Then R � �I  LM����AL LB�� Q � ��I  ML����BM  MA�� solve the operator�

valued NLS system ����	
� �����
 on R� �t�� t���
Proof The proof is a straightforward application of Theorem ����� with an additional sign
added to the operator�function M �

Remark ������� a
 It is instructive to restrict Proposition ������ to the scalar setting�
Then the solution reduces to the one�soliton for b � a �see Section ����� for the precise
formula
� In contrast� the condition b � a would lead to

q�x� t� � �a eia�t cosh���ax� with a real�

which means that one parameter of the one�soliton� namely its velocity� is lost� Thus�
already from this simple example it becomes clear that it is essential to have two operator
parameters A� B in Theorem ������ and not one as in �����

b
 The scalar NLS belongs to the C �reduced AKNS system� which means that the linear
relation r � �q is imposed� Note that there is no straightforward way to express R � �Q
on a general Banach space� We will �x this later by working on sequence spaces where
complex conjugation has a natural interpretation�

The non	abelian modi�ed Korteweg	de Vries equation

For the modi�ed Korteweg�de Vries equation� f��z� � �z� �confer Section ������� With
this choice ����� reads

Rt  Rxxx � �
�
RQRx  RxQR

�
� ��

Qt  Qxxx � �
�
QRQx  QxRQ

�
� ��

Imposing the linear relation R � �Q yields the operator�valued mKdV

Qt  Qxxx  �
�
Q�Qx  QxQ

�
�
� �� ������

An explicit solution of ������ is given by the next proposition�

Proposition ������� Let E be a Banach space and A � L�E��
Assume that L � L�x� t� � L�E� is an operator�valued function which� on a strip

R� �t�� t��� is su�ciently smooth and behaves su�ciently well for x� ��� and solves the
base equations

Lx � AL and Lt � �A�L�

Assume that �I  L�� is invertible on R� �t�� t���
Then Q � ��I  L�����AL LA� solves the operator�valued mKdV equation �����
 on

R� �t�� t���

��



Proof To arrange R � �Q in Theorem ������ we set B � A and M � �L� Then the
assertion is an immediate consequence of Theorem ������

Together with the operator�valued mKdV ������� the operator�valued Korteweg�de Vries
equation �KdV�

Ut  Uxxx  �
�
UUx  UxU

�
� �

has been treated already in the author�s thesis 
���� We want to mention that in this context
also the Miura transformation� linking mKdV and KdV� and their discretizations �Langmuir
and Wadati lattices together with the coninuum approximation� have been generalized to
the operator�level in 
����

Remark ������� The scalar mKdV �and also the derivative sG in the next example
 belong
to the R�reduced AKNS system� where the linear relation r � �q is imposed� The condition
R � �Q generalizes naturally to the operator�level� But now the requirement that the
solution be real admits no canonical interpretation in general Banach spaces�

The non	abelian sine	Gordon equation

As in Section ������ we have f��z� � ��z� Here ����� becomes

Rtx �
�
R

Z x

��
�QR�t d�  

Z x

��
�RQ�t d� R

�
� R � ��

Qtx �
�
Q

Z x

��
�RQ�t d�  

Z x

��
�QR�t d� Q

�
�Q � ��

With the relation R � �Q� we obtain the following non�abelian version of the derivative
sine�Gordon equation

Qtx  

�
Q

Z x

��
�Q��t d�  

Z x

��
�Q��t d� Q

�
�Q � �� ������

Again an explicit solution to ������ is given by Theorem ������

Proposition ������� Let E be a Banach space and A � L�E� invertible�
Assume that L � L�x� t� � L�E� is an operator�valued function which� on a strip

R� �t�� t��� is su�ciently smooth and behaves su�ciently well for x� ��� and solves the
base equations

Lx � AL and Lt � A��L�

Assume that �I  L�� is invertible on R� �t�� t���
Then Q � ��I  L�����AL  LA� solves the operator�valued derivative sG �����
 on

R� �t�� t���
Proof To achieve R � �Q we set B � A� M � �L in Theorem ������ The assertion then
follows by Theorem ������

Also the sine�Gordon equation in its usual form� uxt � sin�u�� has been successfully
treated by the operator�method in 
��� �see also 
�����

��



Chapter �

From the non�abelian to the scalar

AKNS system� Extracting solution

formulas

In this chapter we will go back the way from the operator solutions constructed in the
previous chapter to the scalar setting� Scalarization is easier to explain for an individ�
ual equation� Then the operator solution is a family of endomorphisms� and one can try
to descent by applying an appropriate functional � � typically the trace� As the solution
property is to be preserved� one quickly sees that � has to enjoy certain multiplicativity
properties� which cannot be valid for arbitrary operators� But it can be guaranteed for
operator�functions taking values in Sa� the space of one�dimensional operators with a �xed
kernel �prescribed by a functional a�� In Section ����� it is explained how scalarization looks
like for an individual equation� We mention that the construction of Sa�valued solutions is
closely related to the use of projectors to one�dimensional subspaces� In the Hilbert space
setting the two approaches are more or less equivalent �see Marchenko 
����� In general
Banach space projections to subspaces do not always come with nice expressions and our
dual approach seems preferable�
For the general AKNS system scalarization becomes harder because one starts from a

pair of operator solutions Q � L�E� F �� R � L�F�E�� mapping between di	erent Banach
spaces E� F � In particular we cannot simply apply traces� But we can still choose Q� R
with values in spaces Sa� Sb� a � E�� b � F �� and scalarize by cross evaluation �see Theorem
������� This was partly inspired by related techniques appearing in 
����

The formulas determined by cross evaluation still contain inverse operators� which are
extremely embarassing in applications� Our next step is to eliminate inverses by transition
to determinants� During the calculations one needs to apply traces also to expressions
which are no longer of �nite rank� Hence we need extensions of the elementary trace on
the �nite rank operators� a topic which is exhaustively treated in the theorey of traces
and determinants on quasi�Banach operator ideals �see 
���� 
����� The �nal result� after
some additional re�nements� is recorded in Theorem ������ It will be the basis of all later
applications�
But before we have to clarify how the one�dimensionality conditions can be met� Looking

at the explicit expressions of the operator solutions in Theorem ������ we see that we have to
make the elementary expression AX  XB one�dimensional for given operators A � L�E��
B � L�F �� Under the condition � �� spec�A�  spec�B�� one�dimensionality can be settled
by means of the fundamental theorem of Eschmeier 
��� and Dash#Schechter 
��� �and a
re�nement by Aden 
����

From the viewpoint of our applications in Chapter �� the condition � �� spec�A� spec�B�

��



appears to be relatively massive� We will see in Chapter � that there is a subtler way to
produce one�dimensionality by replacing the Eschmeier and Dash#Schechter theorem by
factorization techniques in the spirit of the Grothendieck theorem�
Finally we obtain an amelioration for theR�reduced AKNS system �containing in partic�

ular the modi�ed Korteweg�de Vries and the sine�Gordon equations� where one can reduce
the size of the determinants by half� Furthermore� we provide� for the Nonlinear Schr�odinger
and the modi�ed Korteweg�de Vries equations� solution formulas without any growth con�
dition� Note that growth conditions are always necessary for the treatment of the general
AKNS system to ensure existence of the integral operator TR�Q�

��� Background for scalarization

We will �rst introduce some terminology concerning duality and one�dimensional operators
in Banach spaces� Then we recall� for the sake of motivation� known scalarization techniques
in the simpli�ed setting E � F �

����� Algebraic terminology

For bounded linear functionals a � E� �E� the dual Banach space of E� we write

a�x� � hx� ai� x � E�

A one�dimensional operator is an operator T � L�E� F � with one�dimensional range� Every
such operator can be written as a� y with appropriate a � E �� y � F � where the map a� y

is de�ned by

a� y�x� � hx� aiy�

For convenience� we note some frequently used calculation rules for one�dimensional oper�
ators� Let a � E�� y � F � Then

T �a� y�S � �S�a�� �Ty� 
S � L�E�� E�� T � L�F� F���

In particular�

�a� y��b� x� � hx� aib� y

for a � E �� b � E �
�� x � E� and y � F �

A �nite�rank operator is an operator T � L�E� F � with �nite�dimensional range� We
set rank�T � � dim�ran�T ��� Thus F�E� F �� the set of all �nite�rank operators� is a �not
necessarily closed� subspace of L�E� F �� It is easily veri�ed that any operator of rank N
can be written as T �

PN
j�� aj � yj with appropriate aj � E�� yj � F �

De�nition ������ For a nonzero a � E�� we de�ne the vector space

Sa�E� F � �
n
a� y

��� y � F
o
�

and we write Sa�E� instead of Sa�E�E��
This means that Sa�E� F � consists of all one�dimensional operators between E and F

whose behaviour is governed by the functional a � E�� Equivalently� one could de�ne
Sa�E� F � as the space of all T � L�E� F � with ker�a� 
 ker�T �� In particular we have
Sa�E� � Sba�E� if and only if a and ba are linearly dependent�

��



Lemma ������ Sa�E� F � is closed under multiplication from the left with operators in
L�F �� In particular Sa�E� is a left ideal in L�E��

Moreover� Sa�E� is a Banach algebra�

There is a canonical continuous linear functional on Sa�E�� the evaluation functional
eva� de�ned by

eva�a� y� � hy� ai� �����

It is easily veri�ed that eva remains unchanged� if we replace a by ba with Sa�E� � Sba�E��
The following lemma shows that eva is even a continuous algebra homomorphism�

Proposition ������ On Sa�E�� the functional eva is multiplicative�

Proof Let T � S � Sa�E� be operators governed by the same functional a � E�� say
T � a� y� S � a � z with y� z � E� Since TS � hz� aia� y�

eva�TS� � eva �hz� aia� y� � hz� ai eva�a� y� � hz� aihy� ai
� eva�a� z� eva�a� y� � eva�S� eva�T ��

����� Scalarization for endomorphisms

For the sake of motivation we explain the idea of the scalarization process in the simpli�ed
setting of endomorphisms� As model equation we take the modi�ed Korteweg�de Vries
equation ������

Assume that Q � Q�x� t� � L�E� is an operator�solution of the non�abelian mKdV
������� A natural ansatz to derive scalar solutions q � ��Q� for ����� is to apply a continuous
linear functional � to the operator solution Q�
By linearity of � �

� � �
�
Qt  Qxxx  ��Q

�Qx  QxQ
��
�

� ��Qt�  ��Qxxx�  �
�
��Q�Qx�  ��QxQ

��
�
�

At this point we would like to continue by

� ��Qt�  ��Qxxx�  ���Q�
���Qx�

� ��Q�t  ��Q�xxx  ���Q�
���Q�x�

the latter by continuity of � � Then q � ��Q� would indeed be a solution of ������
The above calculation shows that� in order to maintain the solution property under

scalarization� the nonlinearity of the mKdV enforces multiplicativity of the functional � in
some sense�

This requirement can be satis�ed in the following way�

�� We assume that the operator solution Q belongs to Sa�E� for a constant a � E�� In
other words� Q is one�dimensional with �xed kernel�

�� For scalarization� we use the functional eva on Sa�E� de�ned by eva�a� y� � hy� ai�
Then multiplicativity of eva on Sa�E� is guaranteed by Proposition ������

��



Observe that eva is the restriction of the trace� de�ned for endomorphisms of �nite rank�
to the Sa�E�� Actually� earlier work of Aden� Carl� and the author �see for example 
���

���� focused on the particular role of the trace on quasi�Banach operator ideals� But the
treatment becomes more transparent if one uses this theory only for the later improvements
of the solution formulas�

For the AKNS system we encounter the di�culty that the operator solution in general
acts between di	erent Banach spaces� In particular� the de�nition of evaluation functionals
does not even make sense in this case� In the next section we explain how to overcome this
problem�

��� The scalarization process for operators between di�erent

Banach spaces

In this section we explain how to use the non�abelian AKNS system to construct solutions
of the scalar AKNS system� We start with an operator solution Q � Q�x� t� � L�E� F ��
R � R�x� t� � L�F�E� where E� F are possibly di	erent Banach spaces�

We adhere to the idea to choose the operator functions Q� R one�dimensional with �xed
kernel� say

Q � a� d�x� t� � Sa�E� F �� R � b� c�x� t� � Sb�F�E��

for �xed� constant and non�vanishing functionals a � E�� b � F �� It is clear that we cannot
apply a � E� to the vector function d � d�x� t� � F since they do not match� In contrast�
it is a natural ansatz to try cross�evaluation�

q�x� t� �� hd�x� t�� bi� r�x� t� �� hc�x� t�� ai�

Note that r is given in terms of c � c�x� t�� which encodes the information from R�

Theorem ������ Let E� F be Banach spaces and Q � Q�x� t� � L�E� F �� R � R�x� t� �
L�F�E� operator�valued functions which solve the non�abelian AKNS system ���	
�

If� in addition� there exist constant functionals � �� a � E�� � �� b � F �� and vector�
functions c � c�x� t� � E� d � d�x� t� � F such that

Q�x� t� � a� d�x� t�� R�x� t� � b� c�x� t��

then a solution of the scalar AKNS system ����
 is given by

q�x� t� � hd�x� t�� bi� r�x� t� � hc�x� t�� ai�

When supposing that R� Q solve the AKNS system� it is understood that R� Q are su��
ciently smooth and behave su�ciently well for x� ���

Proof First we compute the e	ect of n�fold iteration of TR�Q when evaluated on operator
functions U � Sb�F�E�� V � Sa�E� F �� Let U � b � bc� V � a � bd� with vector functionsbc � bc�x� t� � E� bd � bd�x� t� � F � As usual we assume U � V to be su�ciently smooth and
su�ciently well behaved for x� ���

Claim �
 For n � N�� set�
Un
Vn

�
�
� TR�Q �n �U

V

�
�

��



a� Then Un � Sb�F�E�� Vn � Sa�E� F � for all n � N��

In particular� there exist vector functions bcn � bcn�x� t� � E� bdn � bdn�x� t� � F such
that Un � b� bcn� Vn � a � bdn�

b� Assigning to Un� Vn the scalar functions un � hbcn� ai� vn � hbdn� bi� the corresponding
scalar relation holds� i�e���

un
vn

�
�
�
Tr�q

�n �u
v

�
�

where u �� hbc� ai� v �� hbd� bi are the scalar functions assigned to U � V �
Proof of Claim �
 For n � � the assertion is trivial� Assume now the assertion for a
certain n � N��

Then there exist vector functions bcn � bcn�x� t� � E� bdn � bdn�x� t� � F such that
Un � b� bcn and Vn � a� bdn� Since the functional b is constant�

QUn  VnR � �a� d��b� bcn�  �a� bdn��b� c� � b�
�
hbcn� aid hc� aibdn�

��
Z x

��
�QUn  VnR�d� � b�

Z x

��

�
hbcn� aid hc� aibdn�d� �� b� fn�

Therefore� we obtain

R

Z x

��
�QUn  VnR�d� � �b� c��b� fn� � b�

�
hfn� bic

�
�Z x

��
�QUn  VnR�d� Q � �b� fn��a� d� � a�

�
hd� bifn

�
�

Analogously� the constancy of the functional a yields

UnQ RVn � �b� bcn��a� d�  �b� c��a� bdn� � a�
�
hd� bibcn hbdn� bic�

��
Z x

��
�UnQ RVn�d� � a�

Z x

��

�
hd� bibcn hbdn� bic�d� �� a� gn�

which implies

Q

Z x

��
�UnQ RVn�d� � �a� d��a� gn� � a�

�
hgn� aid

�
�Z x

��
�UnQ  RVn�d� R � �a� gn��b� c� � b�

�
hc� aign

�
�

As a consequence��
Un��
Vn��

�
� TR�Q

�
Un
Vn

�
�

	
 b�
h bcn�x � �hfn� bic hc� aign�i

a�
h
�bdn�x  �hgn� aid hd� bifn�i

�A �

Hence Un�� � b� bcn�� � Sb�F�E�� Vn�� � a� bdn�� � Sa�E� F �� with the vector functionsbcn�� � bcn�x� � hfn� bic hc� aign
�
� bdn�� � �bdn�x � hgn� aid hd� bifn

�
� Part a� of the

assertion is proved by induction�
Next observe

hfn� bi hgn� ai �
�

DZ x

��

h
hbcn� aid hc� aibdnid�� bE DZ x

��

h
hd� bibcn hbdn� bicid�� aE

� �

Z x

��

�
hbcn� aihd� bi hc� aihbdn� bi�d�

� �

Z x

��

�
unq  rvn

�
d��

��



Inserting this identity� we �nd

un�� � hbcn��� ai � Dbcn�x� � hfn� bic hc� aign �� aE
� hbcn� aix � hc� ai � hfn� bi hgn� ai � � un�x � �r

Z x

��

�
unq  rvn

�
d��

vn�� � hbdn��� bi � D
� bdn�x � hgn� aid hd� bifn �� bE

� �hbdn� bix  hd� bi � hgn� ai hfn� bi � � �vn�x  �q
Z x

��

�
unq  rvn

�
d��

In other words��
un��
vn��

�
� Tr�q

�
un
vn

�
�

and part b� of the assertion follows again by induction� The proof of Claim � is complete�

Claim �
 Choose c� � E� d� � F such thay hc�� ai � hd�� bi � �� Then� for all n � N�� the
following identities hold�

un � hUnd�� ai� vn � hVnc�� bi�

Proof of Claim �
 Applying the operator Un � b � bcn � Sb�F�E� to the vector d� � F �
we obtain Und� � hd�� bibcn � bcn� Thus hUnd�� ai � hbcn� ai � un� Analogously�

hVnc�� bi � h�a� bdn�c�� bi � hhc�� aibdn� bi � hbdn� bi�
and Claim � is shown�

To conclude the proof� we assume that the polynomials f � g are concretely given by

f�z� �
NX
n��

anz
n� g�z� �

NX
n��

bnz
n�

where we allow leading terms to vanish in order to have the same N for both polynomials�
Let Q � Q�x� t� � Sa�E� F �� R � R�x� t� � Sb�F�E� be a solution of the non�abelian AKNS
system ������ and set�

Rn

Qn

�
�
� TR�Q �n � R

�Q
�
�

� bRnbQn

�
�
� TR�Q �n �Rt

Qt

�
�

for n � N�� Then the non�abelian AKNS system ����� reads

NX
n��

anRn �
NX
n��

bn bRn�
NX
n��

anQn �
NX
n��

bn bQn� �����

By Claim �� Rn� bRn � Sb�F�E�� and Qn� bQn � Sa�E� F � for all n�
Moreover� by the Claims � and �� the scalar functions rn � hRnd�� ai� brn � h bRnd�� ai�

qn � hQnc�� bi� and bqn � h bQnc�� bi assigned to these operators �where c� � E� d� � F are
the constant functionals from Claim �� satisfy�

rn
qn

�
�
�
Tr�q

�n � r

�q
�
�

�brnbqn
�
�
�
Tr�q

�n �rt
qt

�
� �����

��



By ������

NX
n��

anrn �
NX
n��

anhRnd�� ai �
D � NX

n��

anRn

�
d�� a

E
�

D � NX
n��

bn bRn

�
d�� a

E
�

NX
m��

bnh bRnd�� ai �
NX

m��

bnbrn�
Similarily� we see

PN
n�� anqn �

PN
n�� bnbqn�

As a consequence�

f
�
Tr�q

� � r

�q
�

�
NX
n��

an
�
Tr�q

�n � r

�q
�

����	
�

NX
n��

an

�
rn
qn

�

�
NX
n��

bn

�brnbqn
�

����	
�

NX
n��

bn
�
Tr�q

�n �rt
qt

�
� g

�
Tr�q

� �rt
qt

�
�

This completes the proof�

��� Derivation of solution formulas

In this section we carry out the scalarization process in Section ��� for the concrete operator�
valued solution� the operator soliton� derived in Theorem ����� and present a �rst solution
formula for the AKNS system� The central condition in this context is that the operator
soliton be one�dimensional� We show that there is a systematic way to ful�ll this condition
using the theory of so�called elementary operators� Finally� we achieve an improvement of
the solution formula particularly adequate for applications� The main tool are determinants
on quasi�Banach operator ideals�

��	�� Carrying out the scalarization process for the operator soliton

Let E� F be Banach spaces� and let A � L�E�� B � L�F � be constant operators such that
spec�A� 	 spec��B� is contained in the domain where f� is holomorphic� Then the base
equations in Theorem ����� are obviously ful�lled for

L�x� t� � bL�x� t�C� M�x� t� � cM�x� t�D�
where bL�x� t� � exp �Ax f��A�t

�
� cM�x� t� � exp �Bx� f���B�t

�
� and constant operators

C � L�F�E�� D � L�E� F ��
This means that the operator�valued solution in Theorem ����� reads

Q � �I �ML���cM�BD  DA�� R � �I � LM���bL�AC  CB��

Thus it is clear that the operator functions Q� R will only become one�dimensional �with
�xed kernels� if the expressions

BD  DA� AC  CB�

can be chosen one�dimensional�

Proposition ������ Let E� F be Banach spaces and A � L�E�� B � L�F � such that
spec�A� 	 spec��B� is contained in the domain where f� is holomorphic and exp�Ax��
exp�Bx� behave su�ciently well for x� ���

��



Assume that C � L�F�E�� D � L�E� F � are constant operators satisfying the one�
dimensionality conditions

AC  CB � b� c� BD  DA � a� d� �����

for � �� a � E �� c � E� � �� b � F �� and d � F � De�ne the operator�functions

L�x� t� � bL�x� t�C� bL�x� t� � exp �Ax f��A�t
�
�

M�x� t� � cM�x� t�D� cM�x� t� � exp �Bx � f���B�t
�
�

Then� on every domain R��t�� t�� on which �I�LM���� �I�ML��� are de�ned� a solution
of the scalar AKNS�system ����
 is given by

q � tr
��
I �ML

���cM�b� d�
�
� �����

r � tr
��
I � LM

���bL�a� c�
�
� �����

Recall the notation tr for the trace on the �nite�rank endomorphisms �see Appendix B��

Proof According to the explanations preceding the theorem� the coupling conditions guar�
antee Q � Q�x� t� � Sa�E� F �� R � R�x� t� � Sb�F�E� for the operator solutions Q� R in
Theorem ������ Namely�

Q � �I �ML���cM �a� d� � a� �
�I �ML���cMd

�
�

R � �I � LM���bL �b� c� � b� �
�I � LM���bLc � �

Application of Theorem ����� then shows that a solution of the scalar AKNS�system �����
is given by

q �
D
�I �ML���cM d� b

E
� tr

��
I �ML

���cM�b� d�
�
�

r �
D
�I � LM���bL c� a

E
� tr

��
I � LM

���bL�a� c�
�
�

the latter by de�nition of tr� see Appendix B�
This completes the proof�

��	�� On elementary operators� How and why to solve the operator equa�
tion AX �XB � C

In order to apply Proposition ������ we have to choose C�D such that the one�dimensionality
conditions ����� are satis�ed� In other words� we ask whether the expression $A�B�X� �
AX  XB can be made one�dimensional by an appropriate choice of X � Fortunately� the
theory of the map $A�B is fairly well understood and provides powerful results on existence
and properties of solutions�

For a detailed discussion of the operator equation AX  XB � C and its applications
we refer to the survey article of Bhatia and Rosenthal 
����

De�nition ������ Let A be a p�Banach operator ideal �� � p � �� and A � L�E�� B �
L�E�� Then the operator $A�B � A�F�E� �� A�F�E� is de�ned by

$A�B�X� � AX  XB�

Note that $A�B is an endomorphism of A�F�E� for every p�Banach operator ideal A�

��



The above de�ned operator is a particular case of a so�called elementary operator� i�e��
an operator $ � A�F�E� �� A�F�E� of the form

$ � p�RB� LA� for a polynomial p�

where RB� LA denote the multiplication with A � L�E� from the left and B � L�F � from
the right� respectively�
In fundamental papers Dash#Schechter 
��� and Eschmeier 
��� proved that� provided

that A is a Banach operator ideal� spec�$� is independent of the choice of A and given by
the catching formula

spec�$� � p�spec�B�� spec�A���

Next we cite a result of Aden extending� for the operator $A�B � this result to p�Banach
operator ideals A� � � p � ��
Proposition ������ ����� Theorem III����
 Let A be a p�Banach operator ideal �� � p � �
�
Then the spectrum of the operator $A�B is given by

spec�$A�B� � spec�A�  spec�B��

In particular� spec�$A�B� does not depended on the p�Banach operator ideal A under con�
sideration�

The next proposition is an immediate consequence� It stresses that the operator equa�
tion AX XB � C with given C � A�F�E� can always be solved if � �� spec�A� spec�B��
Moreover� the solution X � $��A�B�C� is as good as C is� more precisely� X � A�F�E��
Proposition ������ Let A be a p�Banach operator ideal �� � p � �� and � �� spec�A�  
spec�B�� Then� for every operator C � A�F�E�� the equation AX  XB � C has a unique
solution X � A�F�E�� namely

X � $��A�B�C��

Remark ������ In the above results p�Banach operator ideals could be replaced by the seem�
ingly more general but in fact equivalent quasi�Banach operator ideals �see Pietsch ����
�

To conclude the section� we state the impact of the above theory to our solution formula�

Proposition ������ Let E� F be Banach spaces and A � L�E�� B � L�F � such that
� �� spec�A�  spec�B�� Then� for all a � E�� c � E� b � F �� d � F � the operators

C � $��A�B�b� c�� D � $��B�A�a� d��

satisfy the one�dimensionality conditions ����
 in Proposition ������

��	�	 Solution formulas in terms of determinants

The solution formulas ������ ����� in Proposition ����� have the disadvantage that one has
to compute the inverse operators �I�LM���� �I�ML���� In this section we improve these
formulas in order to make them accessible for explicit calculations� This will be crucial in
the applications in Chapters � � ��

Starting point is the observation that the functional eva� considered as a map on Sa�E��
coincides with the well�known trace� Thus it is tempting to use the calculus of traces
and determinants to improve the solution formula� The problem is that the intermediate
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calculations pass through traces of non��nite operators� whose existence is not obvious at
all� The adequate framework to overcome this problem is theory of traces and determinants
on quasi�Banach operator ideals �
���� 
���� see also Appendix B��

The following theorem is the crucial result of this chapter�

Theorem ������ Let E� F be Banach spaces� and let A � L�E�� B � L�F � be such that
spec�A� 	 spec��B� is contained in the domain where f� is holomorphic and exp�Ax��
exp�Bx� behave su�ciently well as x� ���

a
 Assume that the one�dimensionality conditions ����
 are satis�ed with C � A�F�E��
D � A�E� F �� and � �� a � E�� � �� b � F �� where A is an arbitrary quasi�Banach operator
ideal admitting a continuous determinant �� De�ne

L�x� t� � bL�x� t�C with bL�x� t� � exp �Ax f��A�t
�
�

M�x� t� � cM�x� t�D with cM�x� t� � exp �Bx � f���B�t
�
�

Then� on strips R� �t�� t�� on which �
�
I �LM

�
does not vanish� a solution of the scalar

AKNS�system ����
 is given by

q � �� �
�
I �ML� cM �b� d�

�
�
�
I �ML

� � �����

r � �� �
�
I � LM � bL �a� c�

�
�
�
I � LM

� � �����

b
 If � �� spec�A�  spec�B�� then a
 holds with C � $��A�B�b � c�� D � $��B�A�a � d��
a� b �� �� and any p�Banach operator ideal A admitting a continuous determinant ��

Proof a� We show that the solution q� r given by ������ ����� in Proposition ����� can
be rewritten in the form ������ ������ To this end� we �rst use the well�known identity
det�I  T � � �  tr�T �� valid for any one�dimensional operator T � This yields

q � tr
�
�I �ML��� cM�b� d�

�
� �� det

�
I � �I �ML��� cM �b� d�

�
� �� det

�
�I �ML���

�
I �ML� cM�b� d�

��
�

Here det denotes the canonical determinant on the �nite�rank operators�
Note that we cannot use the multiplicativity of the determinant det� because the oper�

ator ML is not of �nite rank� Thus we switch to the determinant � on the quasi�Banach
operator ideal A� By the de�nition of general determinants �see Appendix B�� we have
�jF � det� Thus

q � �� �
�
�I �ML���

�
I �ML� cM�b� d�

��
� ��

�
�
I �ML� cM �b� d�

�
�
�
I �ML

� �

The reformulation of the formula for r follows analogously�
b� This is an immediate consequence of Proposition ������
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��� The solution formula revisited

For the applications in particular in context with the asymptotic behaviour of negatons �see
Chapter ��� a reformulation of the solution formula which provides an even better access
for calculations will be decisive� To this end we need some tools for the calculation with
general determinants on quasi�Banach operator ideals�

��
�� Key relations for general determinants

As a rule� the following identities will be elementary for �nite matrices� In the general case
we have to check the arguments carefully to guarantee existence� Note also that we suppose
continuity of � but not that the �nite�rank operators F are k � jAk�dense in A�
Proposition ������ Let E� F be Banach spaces and A a quasi�Banach operator ideal ad�
mitting a continuous determinant �� Then

a


�
� U

V �

�
� A�E � F � whenever U � A�F�E�� V � A�E� F ��

b
 If� in addition� U � U�x�� V � V �x� depend smoothly on a real variable x� if jjU�x�jj�
jjV �x�jj � � for x� ��� and if IE � UV is always invertible� then

�

�
IE U
V IF

�
� �

�
IE � UV

�
�

Proof a� Let PE � E � F � E� PF � E � F � F be the canonical projections from E � F

to E� F � respectively� and JE � E � E � F � JF � F � E � F the canonical embeddings of
E� F � respectively� in E � F � Then a� follows immediately from the factorization�

� U
V �

�
� JEUPF  JFV PE

and the ideal properties of A�
b� Abbreviate W �

�
� U
V �

�
� I � IE�F � and set J �

�
IE �
� �IF

�
� First we

observe

��I �W � � ��I  JWJ� � ��I  J�W � � ��I  W ��

As a consequence��
��I  W �

��
� �

�
I  W

�
�
�
I �W

�
� �

�
�I  W ��I �W �

�
� ��I �W ��

� �

�
IE � UV �

� IF � V U

�
� �

�
IE � UV �

� IF

�
�

�
IE �
� IF � V U

�
� �

�
IE � UV

�
�
�
IF � V U

�
�����

�
�
��IE � UV �

��
�

Since we deal with general determinants� the identity ����� requires a comment� In fact�
with the same notations as in a�� ����� follows from

�
�� IE  T �

� IF

��
� ��I  JETPE� � ��IE  PEJET � � ��IE  T �

for all T � L�E�� The second identity holds by De�nition B���� �iii��
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To conclude the proof� consider the function

f�x� � �
�
I  W �x�

��
�
�
IE � U�x�V �x�

�
�

which is well�de�ned by assumption� Obviously f is a continuous function� and we have
shown that it takes its values in f��� �g� Thus f is constant� Finally� from U�x�� V �x�� �
for x� �� it is clear that f�x�� � for x� ��� Thus f � �� and the proof is complete�

Corollary ������ Under the assumptions of Proposition ������ the following relation holds
in the perturbed case�

�

�
IE � a� c U

V IF

�
� �

�
IE � �UV  a� c�

�
�

for any a � a�x� � F �� c � c�x� � F �

Proof Note that

�
IE U

V IF

�
is invertible by Proposition ������ and we check

�
IE U

V IF

���
�

�
�IE � UV ��� ��IE � UV ���U

��IF � V U���V �IF � V U���

�
�

Therefore��
IE � a� c U

V IF

�
�

�
IE U

V IF

��� IE U

V IF

��� �
IE � a� c U

V IF

��
�

�
IE U
V IF

��
IE � �IE � UV ��� �a� c� �

�IF � V U���V �a� c� IF

�
�

�
IE U

V IF

��
I  f � g

�
�

where we have abbreviated I � IE�F � f � �a� ��� g �
�� �IE � UV ���c� �IF � V U���V c

�
�

Next we use that the value of determinants is prescribed on one�dimensional operators� We
thus get

��I  f � g� � � 
�
g� f

�
� �� �

�IE � UV ���c� a
�

� �
�
IE � a � ��IE � UV ���c

��
� �

�
IE � �IE � UV ����a� c�

�
�

Now multiplicativity of the determinant� the above identity� and Proposition ����� yield

�

�
IE � a� c U

V IF

�
� �

�
IE U

V IF

�
��I  f � g�

� �
�
IE � UV

�
�
�
IE � �IE � UV ����a� c�

�
� �

�
IE � �UV  a� c�

�
�

which is the assertion�

For later use we also note a symmetry relation for the expression of our solution formulas�
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Proposition ������ Let E� F be Banach spaces� and A a quasi�Banach operator ideal with
a continuous determinant �� Then the following relation holds

��
�

�
IE � a� c U

V IF

�
�

�
IE U
V IF

� �

�

�
IE  a� c U

V IF

�
�

�
IE U
V IF

� � �

for U � A�F�E�� V � A�E� F �� and a � E�� c � E�

Proof To simplify writing� set W �

�
� U

V �

�
� I � IE�F � f � �a� ��� g � �c� ��� Then

�� ��I  W � f � g�

���  W �
� �� �

�
�I  W ����I  W � f � g�

�
� �� �

�
I � �I  W ����f � g�

�
� �

�
�I  W ����f � g�

�
� ��  �

�
I  �I  W ����f � g�

�
� ��  �

�
�I  W �����  W  f � g�

�
� ��  ��I  W  f � g�

��I  W �
�

where we have used the identity ���  T � � �  ��T � which is valid for one�dimensional
operators T � A�E��

��
�� Statement of the main theorem

It remains to formulate the main theorem of the present chapter� It is an immediate
consequence of Theorem ������ Proposition ������ and Corollary ������

Theorem ������ Let E� F be Banach spaces� and let A � L�E�� B � L�F � be such that
spec�A� 	 spec��B� is contained in the domain where f� is holomorphic and exp�Ax��
exp�Bx� behave su�ciently well as x� ���

a
 Assume that the one�dimensionality conditions ����
 are satis�ed with C � A�F�E��
D � A�E� F �� � �� a � E �� � �� b � F �� where A is an arbitrary quasi�Banach operator ideal
admitting a continuous determinant �� De�ne

L�x� t� � bL�x� t�C with bL�x� t� � exp �Ax f��A�t
�
�

M�x� t� � cM�x� t�D with cM�x� t� � exp �Bx � f���B�t
�
�

Then� on strips R��t�� t�� on which p does not vanish� a solution of the scalar AKNS�system
����
 is given by

q � �� P�p� r � �� bP�p� ������

where

P � �

�
IE L

M IF � cM�b� d�

�
� bP � �

�
IE � bL�a� c� L
M IF

�
� p � �

�
IE L

M IF

�
�

b
 If � �� spec�A�  spec�B�� then a
 holds with C � $��A�B�b � c�� D � $��B�A�a � d��
a� b �� �� and any p�Banach operator ideal A admitting a continuous determinant ��
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��	 Improvements for the R�reduction

In this section we aim at an improvement of the solution formula in Theorem ����� for the
R�reduced AKNS system� Namely� we reduce the involved determinants to half of their
size� This is of course a considerable advantage in explicit calculations�

Referring to Section ��� for a systematic introduction of R�reduction� we just suppose
that f��z� � �f���z� holds at every z in the domain where f� is holomorphic� Then the
R�reduced equation is obtained by setting r � �q� In particular� it is natural to restrict to

F � E� B � A� b � �a� d � c� ������

Then we obtain a nice solution formula� which is a logarithmic derivative�

Theorem ������ Let E be a Banach space and A � L�E� such that spec�A� is contained
in the domain where f� is holomorphic and exp�Ax� behaves su�ciently well as x� ���

a
 Assume that the one�dimensionality condition

AC  CA � a� c ������

for � �� a � E�� c � E� is satis�ed with C � A�E�� where A is an arbitrary quasi�Banach
operator ideal admitting a continuous determinant �� De�ne

L�x� t� � bL�x� t�C� with bL � exp � Ax f��A�t
�
�

Then� on strips R� �t�� t�� on which ��I � iL� do not vanish� a solution of the R�reduced
AKNS�system ����
 is given by

q � i
�

�x
log

��I  iL�

��I � iL� � ������

b
 If � �� spec�A�  spec�A�� then a
 holds with C � $��A�A�a � c�� a �� �� and any
p�Banach operator ideal A admitting a continuous determinant ��

Proof If we apply Proposition ����� with the particular choice ������� then r � �q follows
from cM � bL and the fact that we can take D � �C� It remains to show that the formula
����� for q can be rewritten in the form �������

To this end we denote by � the trace corresponding to � via to the Trace�determinant
theorem �see Proposition B������� Since all traces coincide on F � the operator ideal of
�nite�rank operators� we have � jF � tr� Therefore� and by the coupling condition �������

q � �tr
� �

I  L�
��� bL�a� c�

�
� ��

� �
I  L�

���
�AL LA�

�
�

Next we use the linearity of the trace � �note that this is allowed because L � A�E�� to
observe

q � ��
� �

I  L�
���

AL
�
� �

� �
I  L�

���
LA

�
� ���

� �
I  L�

���
Lx

�
�

the latter by the property of traces ���ST � � ��TS�� and the base equation for L� Using
the identity ��I  L���� � �I  iL���  �I � iL���� we �nally get

q � i �
�
�I  iL����iL�x

�
� i �

�
�I � iL�����iL�x

�
� i

�

�x
log

��I  iL�

��I � iL� �

the latter by the di	erentiation rule for determinants� see Proposition B������

��



��
 Ameliorated formulas for NLS and mKdV

Theorem ����� give at one stroke solutions for all equations of the AKNS system� Note that
the appearance of the integral term TR�Q enforced strong assumptions on the behaviour for
the functions L � L�x� t�� M � M�x� t� for x � ��� As already seen� TR�Q may cancel
during the calculations� This may allow us to generalize the resulting solution formulas by
direct veri�cations avoiding TR�Q� We illustrate this for the Nonlinear Schr�odinger and the
modi�ed Korteweg�de Vries equations�

For the Nonlinear Schr�odinger equation� the following result holds�

Proposition ������ Let E� F be Banach spaces and A � L�E�� B � L�F ��
a
 Assume that the one�dimensionality conditions ����
 are satis�ed with C � A�F�E��

D � A�E� F �� � �� a � E �� � �� b � F �� where A is an arbitrary quasi�Banach operator ideal
admitting a continuous determinant �� De�ne

L�x� t� � bL�x� t�C with bL�x� t� � exp �Ax� iA�t
�
�

M�x� t� � cM�x� t�D with cM�x� t� � exp �Bx  iB�t
�
�

Then� on % � f�x� t� j p�x� t� �� �g� a solution of the scalar NLS system

�irt  rxx � �r�q � ��

iqt  qxx � �q�r � ��

is given by

q � �� P�p� r � �� bP�p�
where

P � �

�
I L

M I � cMb� d

�
� bP � �

�
I � bLa� c L
M I

�
� p � �

�
I L

M I

�
�

b
 If � �� spec�A�  spec�B�� then a
 holds with C � $��A�B�b � c�� D � $��B�A�a � d��
a� b �� �� and any p�Banach operator ideal A admitting a continuous determinant ��

We want to stress again that the freedom to choose the two operators A� B � L�E�
independently is essential� Otherwise even solitons could not be derived in full generality
�see Remark ��������

Proof To avoid the growth conditions in the proposition� we have to verify that the
operator�functions Q� R given by ������� ������ are a solution of the non�abelian NLS
system ������� ������ without using Theorem ������ To this end� observe the rules

Rt � �i bR�R� Rx � bR�R�

Qt � i bQ�Q� Qx � bQ�Q�

for bRj � �I � LM���
�
Aj  ����j��LBjM

�
� bQj � �I � ML���

�
Bj  ����j��MAjL

�
�

j � �� �� which follow from Lemma ������ Lemma ������
Using Lemma ����� once more� we observebR��x � RQ� bQ��x � QR�

This easily yields

Rxx � RQR bR�
�R� Qxx � QRQ bQ�

�Q�

��



Moreover� by Lemma ������ we have

bR�
� � RQ bR�� bQ�

� � QR bQ��

Inserting these relations� we get

�iRt  Rxx � �RQR � � bR�R �RQR bR�
�R�� �RQR

� � bR�R � bR�
� � RQ�R � ��

iQt  Qxx � �QRQ � � bQ�Q �QRQ bQ�
�Q�� �QRQ

� � bQ�Q � bQ�
� �QR�Q � ��

Thus Q� R solve the non�abelian NLS system ������� ������� Now the scalarization process
explained in this chapter applies and yields the assertion�

In analogy with Section ��� we get a simpler solution formula for the modi�ed Korteweg�
de Vries equation�

Proposition ������ Let E be a Banach space and A � L�E��
a
 Assume that the one�dimensionality condition �����
 is satis�ed with C � A�E� and

� �� a � E�� where A is an arbitrary quasi�Banach operator ideal admitting a continuous
determinant �� De�ne

L�x� t� � bL�x� t�C� with bL � exp � Ax� A�t
�
�

Then� on % � f�x� t� j ��I � iL�x� t�� �� �g� a solution of the mKdV ����
 is given by

q � i
�

�x
log

��I  iL�

��I � iL� �

b
 If � �� spec�A�  spec�A�� then a
 holds with C � $��A�A�a � c�� a �� �� and any
p�Banach operator ideal A admitting a continuous determinant ��

Proof The main point is to show directly that the non�abelian mKdV ������ is satis�ed
for Q � ��I  L�����AL  LA�� To this end� we �rst collect the necessary manipulation
rules� De�ne

Qj � ����j �I  L����
�
AjL ����j��LAj

�
�

bQj � ����j�� �I  L����
�
Aj  ����jLAjL

�
�

for j � �� �� �� In particular� Q� � Q� Then� by Lemma ������ Lemma ������ and Lemma
����� �with B � A� M � �L�� we observe

Q��t � � bQ�Q�� Qj�x � bQ�Qj � bQj�x � ����jQ�Qj �

and

bQ�
bQj � ����jQ�Qj � � bQj��� bQ�Qj  ����jQ�

bQj � �Qj���

Thus we �nd

Q��xx � �Q�
�  bQ�

�Q��

Q��xxx � bQ�
�Q� � � bQ�Q

�
� �Q�

bQ�Q
�
� � �Q�

�
bQ�Q��

��



Finally� we insert the above relations to check

Q��xxx  ��Q��xQ
�
�  Q�

�Q��x� �
� bQ�

�  bQ�Q
�
� �Q�

bQ�Q�  Q�
�
bQ�

�
Q�

�
� bQ�� bQ�

�  Q�
��  Q��Q�

bQ� � bQ�Q��
�
Q� �

�� bQ�
bQ�  Q�Q�

�
Q� � bQ�Q�

� �Q��t�

which shows that Q� � Q solves �������
Here even the scalarization process in the simpli�ed setting for endomorphisms �see

Section ������ applies� and the reformulation in terms of determinants can be copied from
the proof of Theorem ������

Let us summarize the advantages of Proposition ����� and Proposition ����� compared
to Theorem ������

a� No growth condition for x� �� is assumed�

b� In Theorem ����� we had to assume the solution to be regular on strips of the form
R� �t�� t��� Proposition ����� also comprises solutions with poles along real curves
fp�x� t� � �g� From the mathematical point of view� solutions with controlled singu�
larities can be interesting �see 
���� 
�����
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Chapter �

Steps towards two�dimensional

soliton equations

In this chapter we lay the ground for an operator theoretic investigation of the KP�I and
KP�II equations� The KP equations are the most prominent soliton equations in two space
dimensions� For analytic and geometric reasons they are harder than one�dimensional
equations� Many basic questions are not completely understood and form a topic of recent
research �see 
��� 
��� 
��� 
���� 
���� and references therein��

Here we can obtain the corresponding operator equation as a straightforward general�
ization of the matrix KP equation� which is itself a topic of independent interest �see 
����

���� 
����� As for a solution corresponding to the one�soliton� there is a natural choice
������� From the very beginning it is quite clear that it should contain two operator�valued
parameters A� B� corresponding to the fact that for line�solitons the velocities and the
angles with the x�axis are determined by independent sets of parameters�

In our personal work� the main di�culty was to prove the solution property without
constraints on A� B� In a joint article with B� Carl� we obtained the result under the
additional assumption 
A�B� � � which in particular means that A� B map between the
same space� Then the veri�cation of the solution property is a lengthy but straightforward
calculation �confer Appendix C�� Without 
A�B� � � � the complexity explodes and seems
to prevent further understanding� Nevertheless we got convinced of the truth of the general
formula in discussions with A� Sakhnovich� who had in 
��� discovered a related but di	erent
matrix solution with non�commuting parameters and had produced a proof by computer
algebra�

Finally we succeeded in proving Theorem ����� without using computers� Our method
to cut down the number of appearing terms dramatically consists in a systematic use of
recursive relations� very close in spirit to those used for the AKNS system� Thereafter we
follow the scalarization techniques familiar from Chapter � to obtain solution formulas in
determinant form�

But then we will see that also solutions to the matrix KP can be extracted from the same
operator solutions� To this end we consider solutions with values in the rank n operators
with �xed kernel �the matrix KP being viewed as a system in the n � n�matrices� and
descent via a natural multiplicative evaluation map�

Hirota�s method is one of the most important direct approaches in soliton theory� It
relies on the examination of bilinear versions of the soliton equations� In Proposition �����
we will see that the determinant appearing in our solution formula ������ even satis�es the
bilinear KP equation� The proof will give us the occasion to study the Miura transformation
on the operator�level� Since our argument is independent from what we have done before�
we also obtain an alternative elegant proof of Theorem ������

We will conclude the chapter with a preliminary discussion of �rst examples� focusing

��



on features which underline the di	erence to the one�dimensional case like line�solitons with
parallel wavefront or identical shape� Perhaps the most interesting examples are resonant
structures �so called Miles structures� which we obtain in a strikingly simple way� We plan
to treat this in greater detail in a forthcoming publication�

��� The Kadomtsev�Petviashvili equations

The Kadomtsev�Petviashvili �KP� equation is one of the few soliton equations� which de�
scribe physical phenomena in two�dimensional space� It was introduced by Kadomtsev and
Petviashvili 
��� to discuss stability of one�dimensional solitons in a nonlinear media with
weak dispersion�

There are several ways to write down the KP� Following 
���� we shall use the system

ut  �uux  uxxx � ����wy� �����

uy � wx� �����

for � � f�� ig� In the case � � i� the system ������ ����� is called KP�I� and KP�II for
� � �� In both cases the KP describes the propagation of shallow water waves� It depends
on whether surface tension or gravitation dominates whether one arrives at KP�I or KP�II�

This is well re�ected by certain peculiar solution classes� For the KP�II there are ordi�
nary nonlinear superpositions of line�solitons �see 
���� 
������ but also resonance phenomena
are possible leading to waves with a tree shaped pro�le� the so�called Miles structures �see

���� 
���� 
����� For the KP�I one can construct rational structures with particle charac�
ter� the so�called lumps �see 
��� 
����� Generically superpositions of lumps interact without
phase�shift� But there is also weakly bound superposition� roughly comparable to negatons�
which has recently aroused a lot of scienti�c interest� For results and further references the
reader may consult 
��� 
��� 
��� 
���� 
���� 
���� 
����

For the sake of illustration� we mention the soliton solution� For both the KP�I and
KP�II equations� it formally reads

u�x� y� t� � �
��

�x�
log

�
�  	�x� y� t�

�
�����

with 	�x� y� t� � exp
�
�a b�x 

�

�
�a� � b��y � ��a�  b��t

�
�

where a� b � C are complex parameters� In the case of the KP�II equation the soliton
becomes real for a� b � R� and is called line�soliton� Rewriting ������

u�x� y� t� �
�a b��

�
cosh��

��
�

�
�a b�x �a� � b��y � ��a�  b��t

��
�

one observes that the line�soliton is a bell shaped wave front of in�nite length� The
parameters a� b characterize the height �a  b���� of the wave front and its angle ��
tan� � ��a� b��� to the x�axis�

��� Solution of the operator�valued KP

In this section we consider the non�abelian Kadomtsev�Petviashvili equation�

Ut  �fU� Uxg Uxxx � ����Wy � ��
U�W �� �����

Uy � Wx� �����

where the two unknown functions U � U�x� y� t��W � W �x� y� t� take values in the bounded
operators L�F � on some Banach space F � As usual f�� �g denotes the anticommutator� 
�� ��
the commutator�

��



Restricted to �nite square matrices� the above system is known as matrix KP and is
a topic of independent research �see 
���� 
���� 
����� Our intention is to study ������ �����
on the operator level both for its own sake and as a tool for the investigation of the scalar
case�

The additional term ���
U�W � in ����� can be motivated as follows� From 
���� 
�����
we know that a Lax pair for the KP is

L �
��

�x�
 �

�

�y
 u� �����

B �
�

�t
 �

��

�x�
 �u

�

�x
 �ux � ��w� �����

In other words� the scalar KP is obtained as the integrability condition 
L�B� � �� If we
calculate 
L�B� without the assumption that the terms u� w in ������ ����� commute� we
arrive at ������ ������ Note also that ���
U�W � is harmless with respect to scalarization
because it is annihilated by multiplicative functionals�

The following theorem is the main result of this section� It states an explicit operator�
valued solution for the non�abelian KP ������ ������

Theorem ������ Let E� F be a Banach spaces� and A � L�E�� B � L�F � arbitrary
constant operators�

Assume that L � L�x� y� t� � L�F�E�� M � M�x� y� t� � L�E� F � are operator�valued
functions which are C��smooth and solve the base equations

Lx � AL� Ly �
�

�
A�L� Lt � ��A�L� �����

Mx � BM� My � � �
�
B�M� Mt � ��B�M� �����

Then� on % � f�x� y� t� � R� j �I  LM� is invertibleg� a solution of the non�abelian KP
����
� ����
 is given by

U � �Vx� ������

W � �Vy� ������

where the operator�valued function V � V �x� y� t� � L�F � is de�ned by

V �M�I  LM����AL LB�� ������

For the sake of comparison� we provide a direct proof of Theorem ����� for the case that
the parameter operators A and B commute in Appendix C� This gives us an opportunity to
show a result which was stated without proof in an earlier publication �Proposition ��� in

����� In the commutative case� Theorem ����� follows from a lengthy but straightforward
calculation�

In contrast a direct approach seems to be out of discussion for the non�commutative
case� The reader should compare this to 
���� where a related result was proved by computer
algebra� One of our motivations was to �nd structural reasons behind such formulas which
seem to be hopelessly complicated at �rst sight�

The idea of our argument is motivated by the techniques we used in the treatment of
the AKNS system� to get hands on iterations of operators� Roughly speaking� we try to
condense the calculation by reduction to terms with accessible 
reproduction properties��

At �rst we observe that we can reduce the complexity of the proof of Theorem ����� by
transition to an integrated version of the operator KP equation ������ ������

��



Lemma ������ If the operator�function V � V �x� y� t� � L�F � is a solution of the inte�
grated non�abelian KP��

Vt  ��Vx�
�  Vxxx

�
x
� ����Vyy � ��
Vx� Vy�� ������

then U � �Vx� W � �Vy solve ����
� ����
�

Proof The proof is straightforward� Namely� by de�nition of U � W � we get

Ut  �fU� Uxg Uxxx � �
�
Vt  ��Vx�

�  Vxxx

�
x

�����	
� ����Vyy � ���
Vx� Vy�

� ����Wy � ��
U�W ��
which is ������ ����� is obvious�

As a second preparation� we provide some tools for the manipulation with some operator�
valued functions�

Lemma ������ Let E� F be Banach spaces and L � L�F�E�� M � L�E� F � arbitrary
operators such that the inverses �I LM���� �I ML��� exist� Then the following identities
hold�

�I  LM���L � L�I  ML���� ������

M�I  LM���L � I � �I  ML���� ������

The correponding identities with the roles of L� M exchanged hold� too�

Proof To verify ������� we use L�I  ML� � �I  LM�L and multiply it by �I  ML���

from the left and �I  LM��� from the right� As a consequence�

M�I  LM���L � ML�I  ML���

�
�
�I  ML�� I

�
�I  ML���

� I � �I  ML���

which is �������

The next lemma furnishes the recursive identities which allow to cut down the proof of
Theorem ����� to a reasonable size�

Lemma ������ Let E� F be Banach spaces and A � L�E�� B � L�F � constant operators�
Let L � L�x�� x�� � � �� � L�F�E� and M �M�x�� x�� � � �� � L�E� F � be operator�valued

functions� depending on in�nitely many real variables xj� j � N� which are di
erentiable
with respect to xj for all j and satisfy the base equations

Lxj � AjL and Mxj � ���B�jM for all j � N�
and assume that �I  LM�� �I  ML� are always invertible�

De�ne� for j � N� the following operator�valued functions

Vj � �I LM���
�
AjL� L��B�j

� bVj � �I LM����Aj  L��B�jM
�

Wj � �I ML���
�
� ��B�jM  MAj

� cWj � �I ML���
�
� ��B�j �MAjL

�
Then the following derivation rules hold for all i� j � N�

Vj�xi � bViVj � ������bVj�xi � � ViWj � ������

��



Wj�xi � cWiWj � ������cWj�xi � �WiVj � ������

Moreover� the following identities hold for all i� j � N�bViVj � VicWj � Vi�j � ������bVibVj  ViWj � bVi�j � ������cWiWj �Wi
bVj � �Wi�j � ������cWi

cWj  WiVj � �cWi�j � ������

Of course� a version in three variables would be su�cient for our applications� But the use
of in�nitely many variables is notationally more convenient and shows better the recursive
structure� Note also the structural similarity of Lemma ����� to the Lemmas ������ ������

Proof We start with ������� Using Lemma ����� and the base equations� we obtain

Vj�xi � ��I  LM����LM�xi�I  LM���
�
AjL� L��B�j

�
 �I  LM���

�
AjL� L��B�j

�
xi

� ��I  LM���
�
�AiL� L��B�i�M

�
�I  LM���

�
AjL� L��B�j

�
 �I  LM���Ai

�
AjL� L��B�j

�
� �I  LM���

�
� �AiL� L��B�i�M  Ai�I  LM�

�
Vj

� �I  LM���
�
Ai  L��B�iM

�
Vj

� bVi Vj
and� analogously�

bVj�xi � ��I  LM����LM�xi�I  LM���
�
Aj  L��B�jM

�
 �I  LM���

�
Aj  L��B�jM

�
xi

� ��I  LM���
�
�AiL� L��B�i�M

�
�I  LM���

�
Aj  L��B�jM

�
 �I  LM���

��
AiL � L��B�i���B�jM�

� Vi

�
�M�I  LM���

�
Aj  L��B�jM

�
 ��B�jM

�
� Vi �I  ML���

�
�M

�
Aj  L��B�jM

�
 �I  ML���B�jM

�
� Vi �I  ML���

�
� �MAj � ��B�jM��

� �Vi Wj �

where we have used Lemma ����� for the fourth identity�
This shows ������� The identities ������� ������ follow by exchanging the roles of L and

M � Aj and ���B�j �
Now we turn to ������� First we calculate

�I  LM� bViVj � �
Ai  L��B�iM

�
�I  LM���

�
AjL� L��B�j

�
��



� �L��B�i
�
M�I  LM���L

�
��B�j  Ai

�
�I  LM���

�
AjL

�Ai
�
�I  LM���L

�
��B�j  L��B�i

�
M�I  LM���

�
AjL�

Next we apply Lemma ����� to the large brackets in order to change �I  LM��� into
�I  ML��� wherever it appears� We thus get

�I  LM� bViVj
� �L��B�i

�
I � �I  ML���

�
��B�j  Ai

�
I � L�I  ML���M

�
AjL

�Ai
�
L�I  ML���

�
��B�j  L��B�i

�
�I  ML���M

�
AjL

�
�
Ai�jL� L��B�i�j

�
�
�
AiL� L��B�i

�
�I  ML���

�
��B�j  MAjL

�
� �I  LM�Vi�j  �I  LM�VicWj �

which shows ������� Analogously� we get

�I  LM� bVibVj � �
Ai  L��B�iM

�
�I  LM���

�
Aj  L��B�jM

�
� L��B�i

�
M�I  LM���L

�
��B�jM  Ai

�
�I  LM���

�
Aj

 L��B�i
�
M�I  LM���

�
Aj  Ai

�
�I  LM���L

�
��B�jM

� L��B�i
�
I � �I  ML���

�
��B�jM  Ai

�
I � L�I  ML���M

�
Aj

 L��B�i
�
�I  ML���M

�
Aj  Ai

�
L�I  ML���

�
��B�jM

�
�
Ai�j  L��B�i�jM

�
�
�
AiL� L��B�i

�
�I  ML���

�
MAj � ��B�jM

�
� �I  LM�bVi�j � �I  LM�ViWj

and thus ������ holds�
As for ������� ������� we repeat the arguments above� Note that in this case we cannot

exchange the roles of Aj and ���B�j because of the signs� We observe

�I  ML�cWiWj � �
�
��B�i  MAiL

�
�I  ML���

�
MAj � ��B�jM

�
� ��B�i

�
�I  ML���

�
��B�jM �MAi

�
L�I  ML���M

�
Aj

���B�i
�
�I  ML���M

�
Aj  MAi

�
L�I  ML���

�
��B�jM

� ��B�i
�
I �M�I  LM���L

�
��B�jM �MAi

�
I � �I  LM���

�
Aj

���B�i
�
M�I  LM���

�
Aj  MAi

�
�I  LM���L

�
��B�jM

�
�
��B�i�jM �MAi�j

�
 
�
MAi � ��B�iM

�
�I  LM���

�
Aj  L��B�jM

�
� ��I  ML�Wi�j  �I  ML�Wi

bVj �
yielding ������� and ������ follows from

�I  ML�cWi
cWj �

�
��B�i  MAiL

�
�I  ML���

�
��B�j  MAjL

�
� ��B�i

�
�I  ML���

�
��B�j  MAi

�
L�I  ML���M

�
AjL

 ��B�i
�
�I  ML���M

�
AjL MAi

�
L�I  ML���

�
��B�j

��



� ��B�i
�
I �M�I  LM���L

�
��B�j  MAi

�
I � �I  LM���

�
AjL

 ��B�i
�
M�I  LM���

�
AjL MAi

�
�I  LM���L

�
��B�j

�
�
��B�i�j  MAi�jL

�
�
�
MAi � ��B�iM

�
�I  LM���

�
AjL� L��B�j

�
� ��I  ML�cWi�j � �I  ML�WiVj �

This completes the proof�

Now we are in position to give the proof of the main result of this section�

Proof �of Theorem ������ By Lemma ����� it su�ces to show that

V �M�I  LM����AL LB�

solves ������� To unify the calculations� we use the coordinate transformation

x� � x� x� �
�

�
y� x� � ��t� ������

under which the base equations ������ ����� become Lxi � AiL and Mxi � ���B�iM for
i � �� �� �� Then it remains to show that V � V �x�� x�� x�� solves�

Vx�x�x�  ��Vx��
� � �Vx�

�
x�
� ��Vx�x� � �
Vx�� Vx��� ������

To start with the proof� we remark the connection between V and the operator�functions
used in Lemma ������ Namely� by Lemma ������

V � M�I  LM����AL LB�

� �I  ML���M�AL LB�

� �I  ML���
�
�MAL�B�  �I  ML�B

�
� �cW�  B

Note also that V � V� do not denote the same operator�function�
First we use Lemma ����� to calculate the derivatives of V � By ������� we get� for

j � �� �� ��

Vxj � �cW��xj � WjV�� ������

Using again Lemma ������ namely ������� ������� and then ������� we �nd� for all j � N and
i � �� �� ��

�WjV��xi � Wj�xiV�  WjV��xi

�
�cWiWj  Wj

bVi�V�
� �Wi�jV�  �Wi

bVj  Wj
bVi�V�� ������

In particular� for j � �� �� ��

Vxjxj � �W�jV�  �Wj
bVjV�� ������

Next we calculate the derivatives of the operators in ������� Since we do only need higher
derivatives with respect to the variable x�� we restrict to this case� Starting from �������
������� ������� we observe for i� j � N�

�Wi
bVjV��x� � Wi�x�

bVjV�  Wi
bVj�x�V�  Wi

bVjV��x�
� �cW�Wi�bVjV� �WiV�WjV�  Wi�bVj bV��V�

��



� �W�
bVi �Wi���bVjV� �WiV�WjV�  Wi�bVj�� � VjW��V�

� �Wi
bVj�� �Wi��

bVj�V�  �W��bVibVj��WiV�Wj �WiVjW�

�
V�

�
�
Wi

bVj�� �Wi��
bVj  W�

bVi�j�V� � �W�ViWj  WiV�Wj  WiVjW�

�
V�

where we have applied ������� ������ to the terms in the brackets of the second� and ������
to the term in the brackets of the fourth identity� In particular�

�W�
bV�V��x� � �W�

bV�V�  �W�
bV�V� � �W�V�W�V��

�W�
bV�V� �W�

bV�V��x� � �W�
bV�  W�

bV��V� � �W�
bV�V�

 ��W�V�W�V� �W�V�W�V���

Using ������� ������� we can rewrite those equations as

�W�
bV�V��x� � �W�

bV�V�  �W�
bV�V� � ��Vx���� ������

�W�
bV�V� �W�

bV�V��x� � �W�V�  �W�
bV�  W�

bV��V� � Vx�x� � �
Vx�� Vx��� ������
Now� starting from ������� and then applying ������� ������� we calculate

Vx�x�x� � ��W�V��x�  ��W�
bV�V��x�

�
�
W�V� � �W�

bV�  W�
bV��V��� ��W�

bV�V� � �W�
bV�V�  ��Vx����

� W�V�  ��W�
bV� �W�

bV��V� � ��Vx����
Therefore� taking also ������ into account� we obtain

Vx�x�x�  ��Vx��
� � �Vx� � ��W�V�  ��W�

bV� �W�
bV��V��

which �nally� by ������ and ������� yields�
Vx�x�x�  ��Vx��

� � �Vx�
�
x�
� ���W�V��x�  ��W�

bV�V� �W�
bV�V��x�

� ��
�
�W�V�  �W�

bV�  W�
bV��V��

 �
�
�W�V�  �W�

bV�  W�
bV��V� � Vx�x� � �
Vx�� Vx��

�
� ��Vx�x� � �
Vx�� Vx���

Thus ������ is proved�

��� Derivation of solution formulas for the scalar KP

In this section the explicit solution of the operator�valued KP is used to construct solution
formulas for the scalar KP�

	�	�� The scalarization process

Let us brie�y recall the idea for the scalarization process�
Starting from an operator�valued solution U � U�x� y� t��W � W �x� y� t� � L�F � of the

non�abelian KP equation ������ ������ application of a functional � yields scalar functions
u � ��U�� w � ��W �� It is our purpose to obtain solutions of the scalar KP equation ������
����� this way� Thus � has to maintain the solution property� Since the KP equation is
nonlinear� � has to be multiplicative in a suitable sense�

��



The discussion in Chapter ����� motivates the following ansatz� Fix a � F � and choose
�i� U � W � Sa�F �� �ii� eva as the canonical functional on Sa�F �� Then multiplicativity of
eva on Sa�F � is assured by Proposition ������

Pursuing this strategy� we end up with the following result�

Theorem ������ Let F be a Banach space and a � F � a constant functional�
If V � V �x� y� t� � Sa�F � is a family of bounded operators such that U � Vx� W � Vy

solve the non�abelian KP equation ����
� ����
� then

u � vx�

w � vy �

where the function v � v�x� y� t� is de�ned by

v�x� y� t� � eva
�
V �x� y� t�

�
�

solve the scalar KP equation ����
� ����
�

Proof First observe that V � Sa�F � implies U � W � Sa�F �� Thus� the non�abelian KP
������ ����� is an operator equation in the Banach algebra Sa�F �� By Proposition ������ on
this Banach algebra eva de�nes a multiplicative functional�

Application of eva to the non�abelian KP ������ ����� yields successively� by i� linearity�
ii� multiplicativity� and iii� continuity�

� � eva

�
Ut  �fU� Uxg Uxxx  ��

�Wy  ��
U�W �
�

i	
� eva�Ut�  � eva

� fU� Uxg �  eva�Uxxx�  ��� eva�Wy�  �� eva
�

U�W �

�
ii	
� eva�Ut�  �

�
eva�U�� eva�Ux�

�
 eva�Uxxx�  ��

� eva�Wy�  ��
�
eva�U�� eva�W �



� eva�Ut�  � eva�U� eva�Ux�  eva�Uxxx�  ��

� eva�Wy�

iii	
� eva�U�t  � eva�U� eva�U�x  eva�U�xxx  ��

� eva�W �y

� ut  �uux  uxxx  ��
�wy

with u � eva�U� � eva�Vx� � eva�V �x � vx� w � eva�W � � eva�Vy� � eva�V �y � vy� This
shows ������ and ����� follows analogously�

There is a slightly di	erent way to see Theorem ����� by using duality directly� Although
it is less economic� we will discuss it because it contains a clue for the scalarization leading
to the matrix KP equation�

Since V � V �x� y� t� � Sa�F �� there is a vector function c � c�x� y� t� such that V � a�c�
Consequently�

U � a� d� W � a� f

with d � cx and f � cy � By the calculation rules for one�dimensional operators �see Section
������ this means that the operator�valued KP equation reads

a� dt  ��hdx� aia� d hd� aia� dx�  a� dxxx

� ����a� fy � ���hf� aia� d� hd� aia� f��

a� fx � a� dy �

��



Take c� � F such that hc�� ai � �� Applying the operator equation to c�� we get the vector
equation

dt  ��hdx� aid hd� aidx�  dxxx � ����fy � ���hf� aid� hd� aif��
fx � dy�

Applying the functional a again� end up with the scalar equation

hdt� ai �hd� aihdx� ai hdxxx� ai � ����hfy � ai�
hfx� ai � hdy� ai�

Since the functional a is continuous� we can interchange the order of derivation and the
application of a� Therefore� the functions u � hd� ai� w � hf� ai solve the scalar KP equation
������ ������

To complete the argument� observe u � hd� ai � hcx� ai � hc� aix � vx� w � hf� ai �
hcy� ai � hc� aiy � vy� with v � hc� ai�

	�	�� Solution formulas in terms of determinants

Next we carry out the scalarization process for the concrete operator soliton derived in
Theorem ������ Moreover� we follow the line of arguments of Chapter � to derive compact
solution formulas in terms of determinants�

We start with the following result which we obtain by imposing appropriate conditions
such that the operator soliton in Theorem ����� becomes one�dimensional�

Proposition ������ Let E� F be Banach spaces and A � L�E�� B � L�F �� D � L�E� F �
arbitrary constant operators� Assume in addition that the constant operator C � L�F�E�
satis�es the one�dimensionality condition

AC  CB � a� c ������

for � �� a � F �� c � E� De�ne the operator�functions

L�x� y� t� � bL�x� y� t�C� bL�x� y� t� � exp � Ax �

�
A�y � �A�t

�
�

M�x� y� t� � cM�x� y� t�D� cM�x� y� t� � exp � Bx � �

�
B�y � �B�t

�
�

Then� on % � f�x� y� t� j�I LM� is invertibleg� a solution of the scalar KP equation ����
�
����
 is given by

u � vx�

w � vy �

where

v � � tr
�
M

�
I  LM

��� bL�a� c�
�
� ������

Remark ������ We want to emphasize that the one�dimensionality condition does not in�
volve the operator D� Thus� the choice of D is completely free�

Proof Obviously the operator functions L � L�x� y� t� � L�F�E�� M � M�x� y� t� �
L�E� F � solve the base equations in Theorem ������ Hence Theorem ����� provides us with
the solution U � Vx� W � Vy of the non�abelian KP equation ������ ����� on %� where

V � �M�I  LM����AL LB��

��



By �������

V � �M�I  LM���bL�AC  CB�

� �M�I  LM���bL�a� c�

� a� �
�M�I  LM���bLc � �

Thus V �x� y� t� � a� � bc�x� y� t� � with the vector function bc � �M�I  LM���bL c � F � In
particular� V � Sa�F ��
Now we are in the position to apply Theorem ������ This shows that on % a solution of

the scalar KP equation ������ ����� is given by u � vx� w � vy with

v � eva
�
a� bc� � hbc� ai � tr

�
a� bc�

� tr
�
a� ��M�I  LM���bL c

��
� � tr

�
M�I  LM���bL�a� c�

�
�

This is the desired solution formula�

Our next aim is to improve the solution formula ������� Exploiting the theory of traces
and determinants on quasi�Banach ideals� we can get rid of expressions containing inverse
operators like �I  LM���� The main result of the section is the following�

Theorem ������ Let E� F be Banach spaces� and let A � L�E�� B � L�F �� D � L�E� F �
arbitrary constant operators�

a
 Assume that the one�dimensionality condition �����
 is satis�ed with C � A�F�E�
and � �� a � F �� where A is an arbitrary quasi�Banach ideal admitting a continuous deter�
minant �� De�ne

L�x� y� t� � bL�x� y� t�C� bL�x� y� t� � exp�Ax �

�
A�y � �A�t��

M�x� y� t� � cM�x� y� t�D� cM�x� y� t� � exp�Bx � �

�
B�y � �B�t��

Then� on % � f�x� y� t� j ��I  LM� �� �g� a solution of the scalar KP ����
� ����
 is given
by

u � vx�

w � vy �

where

v � �
�

�x
log ��I  LM�� ������

b
 If � �� spec�A�  spec�B�� then a
 holds with C � $��A�B�a � c�� a �� �� and any
p�Banach operator ideal A admitting a continuous determinant ��

Proof Recall that the solution u� w of the KP in Proposition ����� is determined by the
function v given in ������� We show that v can be written in the form �������

To this end we denote by � the trace on A which corresponds to the determinant �
according to the Trace�determinant theorem �confer Proposition B������� Since all traces
coincide on the ideal F of �nite�rank operators� we have �F � tr� and thus

v � � tr
�
M�I  LM���bL�a� c�

�
� � �

�
M�I  LM���bL�a� c�

�
� � �

�
M�I  LM����AL LB�

�
� � �

�
�I  LM����AL LB�M

�
�

��



the latter by the trace property� By the base equations Lx � AL� Mx � BM � this shows

v � � �
�
�I  LM����LM�x

�
�

Since C� and thus LM � belongs to the quasi�Banach ideal A by assumption� we can exploit
the di	erentiation rule for determinants on quasi�Banach ideals� see Proposition B������
which yields

v � �
�

�x
log ��I  LM��

Therefore� part a� is shown� Part b� is an immediate consequence of Proposition ������

��� From the operator�valued to the matrix KP

As its scalar analogue� the matrix KP is a soliton equation� and one is interested in inte�
grability techniques� Lax pairs� explicit solutions and so on� For results in this direction�
we refer to 
���� 
���� 
����
In the present section we show that the operator�valued KP equation can be also used

to construct solutions of the matrix KP�

We proceed as follows� First we provide the necessary algebraic tools� Then we extend
the scalarization process to the matrix KP equation and carry it out for the operator soliton
derived in Theorem ������ Finally we give some ameliorations of the solution formula�

	�
�� Algebraic tools for the scalarization process to matrix�valued
soliton equations

To start with� we introduce the vector space Sa����� �an�E� F � consisting of all operators with
range at most n between the Banach spaces E and F whose behaviour is governed by the
functionals a�� � � � � an � E ��

De�nition ������ For linearly independent a�� � � � � an � E�� we de�ne the vector space

Sa����� �an�E� F � �
n nX

j��

aj � yj

��� y�� � � � � yn � F
o
�

and we write Sa����� �an�E� instead of Sa����� �an�E�E��
One could also introduce for some subspace K 
 E of �nite codimension SK as the space
of all T � L�E� F � with ker�T � � K� We have SK�E� F � � Sa����� �am�E� F � i	 K �Tm
j�� ker�aj� and codim�K� � m� We prefer the less invariant notation Sa����� �am�E� F � for

notational convenience�

Lemma ������ Any T � Sa����� �an�E� F � has a unique representation T �
Pn

j�� aj � yj
with y�� � � � � yn � F �

Lemma ������ Sa����� �an�E� F � is closed under multiplication from the left with operators
in L�F �� In particular� Sa����� �an�E� is a left ideal in L�E��

Moreover� Sa����� �an�E� is a Banach algebra�

Once a�� � � � � an are given� there is a continuous linear map which naturally relates n�
dimensional operators on a Banach space E to n�n�matrices with complex entries� Namely�

��



we de�ne the map � � Sa����� �an�E��Mn�n�C � by

�
� nX
j��

aj � yj

�
�
�
tr�ai � yj�

�n
i�j��

� ������

Of course � � �a����� �an � In the sequel we do not mention the dependence on the functionals
a�� � � � � an if it is clear from the context�

Proposition ������ On Sa����� �an�E�� the map � is an algebra homomorphism�

Proof It su�ces to show multiplicativity� Let T � S � Sa����� �an�E� be operators governed
by the same functionals a�� � � � � an � E�� where T �

Pn
j�� aj�yj and S �

Pn
j�� aj�zj with

y�� � � � � yn� and z�� � � � � zn � E� By the multiplication rule for one�dimensional operators�

��TS� � �
� nX
k��

ak � yk �
nX

j��

aj � zj

�
� �

� nX
j��

aj �
� nX
k��

hzj � akiyk
��

�

�
tr
�
ai �

� nX
k��

hzj � akiyk
���n

i�j��

�

�D nX
k��

hzj � akiyk� ai
E�n

i�j��

�

� nX
k��

hyk� aiihzj � aki
�n

i�j��

�
�
hyj � aii

�n
i�j��

�
hzj � aii

�n
i�j��

�
�
tr�ai � yj�

�n
i�j��

�
tr�ai � zj�

�n
i�j��

� �
� nX
j��

aj � yj

�
�
� nX
j��

aj � zj

�
� ��T ���S��

Lemma ������ Let a�� � � � � an � E� and ba�� � � � �ban � E� be two di
erent sets of linearly
independent functionals with Sa����� �an�E� � Sba����� �ban�E�� Then the corresponding maps �
and b� are gauge equivalent�

Two maps �� � � V � Mn�n�C � are called gauge equivalent i	 there is an invertible
A � Mn�n�C � such that ��v� � A����v�A for all v � V �

Proof Since Sa����� �an�E� � Sba����� �ban�E�� there are �jk � C such that baj � Pn
k�� �jkak�

and we set & �
�
�jk

�n
j�k��

� Of course & is invertible�

Now let T � Sa����� �an�E� � Sba����� �ban�E� be given arbitrarily with its corresponding
representations T �

Pn
j�� aj � yj �

Pn
j�� baj � byj � Then

nX
j��

baj � byj � nX
j��

� nX
k��

�jkak

�
� byj � nX

k��

ak �
� nX
j��

�jkbyj��
and since the representation of T in Sa����� �an�E� is unique� yk �

Pn
j�� �jkbyj �

Therefore�

b��T �& �

� nX
k��

tr�bai � byk� � �kj�n

i�j��

�

�
tr
�bai� � nX

k��

�kjbyk � ��n

i�j��

�
�
tr�bai � yj�

�n
i�j��

�

�
tr
� � nX

k��

�ikak
� �yj��n

i�j��

�

� nX
k��

�ik � tr�ak � yj�

�n

i�j��

� &��T �

which shows the assertion�

��



	�
�� Scalarization from a di�erent point of view

Next we use the extended scalarization process to obtain solutions of the matrix KP equa�
tion� For �xed dimension n � N� this is the system

ut  �fu� uxg uxxx � ����wy � ��
u� w�� ������

wx � uy � ������

taking its values in Mn�n�C �� the n� n�matrices with complex entries�

In principle the scalarization process works as before� The only di	erence is that the
solutions to be constructed are not scalar anymore but matrix�valued� This is taken into
account if we use a map � taking its values inMn�n�C � instead of a functional�
Our ansatz is analogous to the one for the scalar KP� Fix a�� � � � � an � F � linearly

independent and choose �i� U � W � Sa����� �an�F �� �ii� � as the map from Sa����� �an�F � to
Mn�n�C �� Since � is an algebra homomorphism by Proposition ������ multiplicativity of �
on Sa����� �an�F � is assured�

With this strategy we arrive at the following result�

Theorem ������ Let F be a Banach space and a�� � � � � an � F � constant� linearly indepen�
dent functionals�

If V � V �x� y� t� � Sa����� �an�F � is a family of bounded operators such that U � Vx�
W � Vy solve the non�abelian KP equation ����
� ����
� then

u � vx�

w � vy �

where the function v � v�x� yt� is de�ned by

v�x� y� t� � �
�
V �x� y� t�

�
�

solve the matrix KP equation �����
� �����
�

Proof Observe U � W � Sa����� �an�F �� because the same holds for V � Therefore we can read
the non�abelian KP ������ ����� as an operator equation in the Banach algebra Sa����� �an�F ��
Since � is an algebra homomorphism by Proposition ������ the proof of Theorem ����� can
be carried over literally�

As in Section ����� we give a slightly di	erent proof of Theorem ������ Its argument is
quite instructive� since it in particular explains the concrete choice of the map � used for
the extended scalarization process�

Since V � V �x� y� t� � Sa����� �an�F �� there are vector�functions ci � ci�x� y� t�� i �
�� � � � � n� such that V �

Pn
i�� ai � ci� Hence�

U �
nX
i��

ai � di� W �
nX
i��

ai � fi�

where di � ci�x� fi � ci�y � Using the calculation rules for one�dimensional operators� see
Section ������ the operator�valued KP equation reads

nX
i��

ai � di�t  �
nX
i��

ai �
�

nX
k��

�
hdi�x� akidk  hdi� akidk�x

��
 

nX
i��

ai � di�xxx

� ����
nX
i��

ai � fi�y � ��
nX
i��

ai �
�

nX
k��

�
hfi� akidk � hdi� akifk

��
�

��



nX
i��

ai � fi�x �
nX
i��

ai � di�y�

There exist vectors cj�� � E such that hcj��� aii � �ij � i� j � �� � � � � n� If we now apply the
operator KP to cj��� j � �� � � � � n� we obtain the vector equations

dj�t  �
nX

k��

�
hdj�x� akidk  hdj� akidk�x

�
 dj�xxx

� ����fj�y � ��
nX

k��

�
hfj � akidk � hdj� akifk

�
�

fj�x � dj�y�

j � �� � � � � n� and application of the functional ai� i � �� � � � � n� to these vector equations
yields the scalar system

hdj�t� aii �
nX

k��

�
hdj�x� akihdk� aii hdj � akihdk�x� aii

�
 hdj�xxx� aii

� ����hfj�y � aii � ��
nX

k��

�
hfj � akihdk� aii � hdj� akihfk� aii

�
�

hfj�x� aii � hdj�y� aii�
i� j � � � � � � n�

Since the functional ai is continuous� we can interchange the order of derivation with the
application of ai� As a consequence� we have shown the following system for the functions
uij � hdj � aii� wij � hfj � aii� i� j � �� � � � � n�

�uij�t  �
nX

k��

�
�ukj�xuik  ukj�uik�x

�
 �uij�xxx �

� �����wij�y � ��
nX

k��

�
wkjuik � ukjwik

�
�

�wij�x � �uij�y �

which is the matrix KP equation in its component form� In other words� u � �uij�
n
i�j���

w � �wij�
n
i�j�� solve the matrix KP equation ������� �������

Finally note that

u �
�
hdj� aii

�n
i�j��

�
�
hcj�x� aii

�n
i�j��

�
�
�hcj� aii�ni�j��

�
x
� vx�

w �
�
hfj � aii

�n
i�j��

�
�hcj�y � aii�n

i�j��
�
�
�hcj� aii�ni�j��

�
y
� vy �

for

v �
�
hcj� aii

�n
i�j��

�
�
tr�ai � cj�

�n
i�j��

� �
� nX
i��

ai � ci

�
� �

�
V
�
�

This completes the alternative proof of Theorem ������

	�
�	 Resulting solution formulas

In the sequel we carry out the scalarization process for the concrete operator soliton in
Theorem ������ Moreover� we derive an ameliorated solution formula which is formulated
in terms of determinants�

��



As result a result of scalarization we obtain the following proposition�

Proposition ������ Let E� F be Banach spaces and A � L�E�� B � L�F �� D � L�E� F �
arbitrary constant operators� Moreover� assume that the constant operator C � L�F�E�
satis�es the n�dimensionality condition

AC  CB �
nX

j��

aj � cj ������

for a�� � � � � an � F � linearly independent and c�� � � � � cn � E� De�ne the operator�functions

L�x� y� t� � bL�x� y� t�C� bL�x� y� t� � exp � Ax �

�
A�y � �A�t

�
�

M�x� y� t� � cM�x� y� t�D� cM�x� y� t� � exp � Bx � �

�
B�y � �B�t

�
�

Then� on % � f�x� y� t� j �I  LM� is invertibleg� a solution of the matrix KP equation
�����
� �����
 is given by

u � vx�

w � vy �

where

v � �

�
tr
�
M

�
I  LM

��� bL�ai � cj�
��n

i�j��

� ������

Remark ����
� Again we stress that the operator D can be chosen without any restriction�

Proof Obviously the operator functions L � L�x� y� t� � L�F�E�� M � M�x� y� t� �
L�E� F � solve the base equations in Theorem ������ Hence Theorem ����� provides us with
the solution U � Vx� W � Vy of the non�abelian KP equation ������ ����� on %� where

V � �M�I  LM����AL LB��

By �������

V � �M�I  LM���bL�AC  CB�

� �M�I  LM���bL� nX
j��

aj � cj

�
�

nX
j��

aj �
�
�M�I  LM���bLcj � �

Thus V �x� y� t� �
Pn

j�� aj�
� bcj�x� y� t� � with vector functions bcj � �M�I  LM���bL cj �

F � In particular� V � Sa����� �an�F ��
Now we are in the position to apply Theorem ������ This shows that on % a solution of

the matrix KP equation ������� ������ is given by u � vx� w � vy with

v � �
� nX
j��

aj � bcj� � �
tr
�
ai � bcj��n

i�j��

�

�
tr
�
ai �

�
�M�I  LM���bL cj

���n

i�j��

� �

�
tr
�
M�I  LM���bL�ai � cj�

��n

i�j��

�

This is the desired solution formula�

��



Again the next step is to gain a solution formula which avoids the calculation of the
inverse operator �I LM���� The resulting formulas� which are stated in the next theorem�
have a similar structure as those for the AKNS system in Theorem ������

Theorem ������ Let E� F be Banach spaces� and let A � L�E�� B � L�F �� D � L�F�E�
arbitrary constant operators�

a
 Assume that the n�dimensionality condition �����
 is satis�ed with C � A�E� F � and
linearly independent a�� � � � � an � F �� where A is an arbitrary quasi�Banach ideal admitting
a continuous determinant �� De�ne

L�x� y� t� � bL�x� y� t�C� bL�x� y� t� � exp�Ax �

�
A�y � �A�t��

M�x� y� t� � cM�x� y� t�D� cM�x� y� t� � exp�Bx � �

�
B�y � �B�t��

Then� on % � f�x� y� t� j�I  LM� is invertibleg� a solution of the matrix KP �����
� �����

is given by

u � vx�

w � vy �

where

v � �

�
�� �

�
I  LM � bL�ai � cj�M

�
�
�
I  LM

� �n

i�j��

� ������

b
 If � �� spec�A�  spec�B�� then a
 holds with C � $��A�B�
Pn

j�� aj � cj�� linearly
independent a�� � � � � an � F �� and any p�Banach operator ideal A admitting a continuous
determinant ��

Proof Recall that the solution u� w of the matrix KP in Proposition ����� are determined
in terms of the matrix�valued function v given in ������� We show that v can be rewritten
in the form �������

To this end we denote by � the trace on A which corresponds to the determinant
� according to the Trace�determinant theorem �see Proposition B������� Since all traces
coincide on the ideal F of �nite�rank operators� we have �F � tr and hence

v � �

�
tr
�
M�I  LM���bL�ai � cj�

� �n

i�j��

� �

�
�
�
M�I  LM���bL�ai � cj�

� �n

i�j��

� �

�
�� �

�
I �M�I  LM���bL�ai � cj�

� �n

i�j��

�

where the latter identity follows by the common relation ��I  T � � �  ��T � for one�
dimensional operators T � Using the refomulation

�
�
I �M�I  LM���bL�ai � cj�

�
� �

�
I � �I  LM���bL�ai � cj�M

�
� �

�
�I  LM���

�
I  LM � bL�ai � cj�M

��
�

�
�
I  LM � bL�ai � cj�M

�
�
�
I  LM

�
part a� is shown� Part b� is an immediate consequence of Proposition ������

It is remarkable that for the �usual� trace of the solution of the matrix KP a comparable
smooth formula holds as for the solutions of the scalar KP�

��



Proposition ������� If the requirements of Theorem ����� a
 are met� then for the �usual

trace of the solution given in �����
� it holds

tr�v� � �
�

�x
log ��I  LM��

Proof We start from the representation of v given in �������

v � �

�
tr
�
M�I  LM���bL�ai � cj�

� �n

i�j��

�

For the trace of the solution v of the matrix KP� calculated in its usual way� applying suc�
cessively the n�dimensionality condition ������� the trace property� and the base equations
Lx � AL� Mx � BM � we obtain

tr�v� � �
nX

j��

tr
�
M�I  LM���bL�aj � cj�

�
� � tr

�
M�I  LM���bL nX

j��

aj � cj

�
� � tr

�
M�I  LM���bL�AC  CB�

�
� � tr

�
M�I  LM����AL LB�

�
� � tr

�
�I  LM����AL LB�M

�
� � tr

�
�I  LM����LM�x

�
�

Let us again denote by � the trace on A corresponding to the determinant �� Since on the
�nite�rank operators � coincides with tr� we have

tr�v� � � �
�
��  LM����LM�x

�
� �

�

�x
log ���  LM��

the latter following from Proposition B����� �note that LM belongs to A because C does��
This is the assertion�

��	 Some remarks concerning Hirota�s bilinear equation and

Miura transformations

In the present section we prove that the solution formula in Theorem ����� even provides a
solution of the bilinear KP equation� For convenience� we brie�y recall Hirota�s formalism
for the KP� Then we state our result� The basic idea of the proof is to avoid a direct
operator�valued treatment of Hirota�s equation� but to reformulate it �rst in terms of the
Miura transformation� Then we observe that the Miura transformation translates nicely
to the operator level together with a good deal of its crucial properties� This will rather
smoothly lead to the desired result�

In soliton theory� Hirota�s bilinear method has proved to be a powerful technique for
�nding explicit solutions �see the classical references 
���� 
��� and also 
����� Starting from
a soliton equation the main idea is� roughly speaking� to develop it into a bilinear equation�

��



i�e�� a di	erential equation in twice as many variables as before� and to look at the restriction
to the diagonal� The latter can be investigated by perturbation methods�
For the KP equation� the bilinear form was derived in 
���� It reads

�D�
� � �D�

���  �D
�
���p � p� � �� ������

For a multiindex � � ���� � � � � �k�� �j � f�� �� �g� and two functions p� q we de�ne the
Hirota derivative

Dk
�

�
p � q � �x� � ��

�

�x��
� �

����

�
� � �

�
�

�x�k
� �

���k

�
p�x� q���

� ������ x � �

for x � �x�� x�� x��� � � ���� ��� ���� The right side is de�ned on the diagonal in R
�
x� R�

�

which is in the obvious way parametrized by x � R�
x� If � � �j� � � � � j�� we simply write D

k
j �

Symmetry implies many useful identities for the Hirota derivatives �see 
����� For ex�
ample one readily sees that Dk

j �p � p� vanishes identically if k is odd� whereas Dk
j �p � p� is in

general nontrivial for even k�
The dependent variable transformation u � ��x� log p leads to the KP equation in a

slightly di	erent form as the one used up to now� namely

ux� �
�

�
ux�x�x� � �uux� �

�

�

Z x�

��
ux�x�d��� ������

where appropriate boundary conditions have to be imposed for x� ���
By the coordinate transformation x � x�� y � �x�� and t � �x���� rescaling v � �u

and di	erentiating once� we arrive at�
vt  vxxx  �vvx

�
x
� ����vyy �

the scalar version of ������� which obviously provides solutions of ������ ������ In the sequel
we focus on ������� which is the common form with respect to the bilinear formalism�

Proposition ������ Let E� F be Banach spaces and A � L�E�� B � L�F � arbitrary con�
stant operators�

If L � L�x�� x�� x�� � A�F�E�� M � M�x�� x�� x�� � A�E� F �� for A a quasi�Banach
operator ideal admitting a continuous determinant �� are operator�valued C��smooth func�
tions� satisfy the base equations

Lx� � AL� Lx� � A�L� Lx� � A�L�

Mx� � BM� Mx� � �B�M� Mx� � B�M�

and the condition

�AL LB�P � �AL LB� ������

holds for a constant� one�dimensional projector P � L�F �� then a solution of the bilinear
form �����
 of the KP equation is given by

p � ��I  LM��

Before we give the proof� we show that the bilinear KP equation ������ is intimately
linked with Miura type transformations� Writing out ������ explicitly� we obtain becomes

�px�x�x�x�p� �px�x�x�px�  �p�x�x��  ��px�x�p� p�x��� ��px�x�p� px�px�� � ��

��



or� at points where p�x�� x�� x�� �� ���px�x�x�x�
p

� �px�x�
p

 �
px�x�
p

�
 �

��px�x�
p

�� � �px�
p

��� � ��px�x�x�
p

� px�
p

�px�
p
� ��

������

De�ne wj � pxj�p� There is a systematic way to express ������ in terms of the wj�s
and Miura�type transformations of the wj�s� Namely� if we denote by Mj the Miura�type
transformation given by

Mj�f� � fxj  wjf�

then� taking logarithmic derivatives� it is easy to verify the following properties�

pxjxi
p

� Mj�wi� � Mi�wj�� i� j � �� �� ��

�n��x� p

p
� Mn

� �w��� n � N��

Using these properties� ������ becomes�
M�

� �w��� �M��w��  �M��w��
�
 �

��
M��w��

�� � �w��
�
�
� �

�
M�

� �w��� w�

�
w� � ��

������

We want to point out that ������ can also be viewed as a reformulation of ������ in terms
of the wj �s and their derivatives� Indeed� evaluating the Miura�type transforms in ������
we end up with

w��x�x�x�  �w
�
��x�

� �w��x�  �w��x� � �� ������

In the sequel we extend this reasoning to the operator�level� To this end� we �rst de�ne
operator�valued analogues of the Miura�type transformations� discuss their properties� and
solve the operator pendant ������ of �������

Proposition ������ Let E� F be Banach spaces� and A � L�E�� B � L�F � arbitrary con�
stant operators� Assume that L � L�x�� x�� x�� � L�F�E�� M � M�x�� x�� x�� � L�E� F ��
are operator�valued functions satisfying the base equations

Lx� � AL� Lx� � A�L� Lx� � A�L�

Mx� � BM� Mx� � �B�M� Mx� � B�M�

and assume that �I  LM� is always invertible�
For n � N� de�ne the operator�valued functions

Zn � �I  ML����MAnL ��B�n��

and� for j � �� �� �� the operator�valued Miura�type transform Mj as the map from L�F � to
L�F � given by

Mj�W � � Wxj  ZjW for W � L�F ��

Then�

Mj�Zn� � Zn�j

for all j � �� �� � and all n � N�

��



Proof In the notation of Lemma ����� we have Zn � �cWn� Thus� by the de�nition of the
Miura�type transformation� a successive application of the lemma yields

Mj�Zn� � Zn�xj  ZjZn � �cWn�xj  cWj
cWn � WjVn  cWj

cWn � �cWn�j � Zn�j �

what had to be shown�

Corollary ������ Let the requirements of Proposition ����� be met� Then�

Zi�xj � Zj�xi � 
Zi� Zj �

for i� j � �� �� ��

Proof By the de�nition of the Miura�type transformation� we have

Zi�xj � Zj�xi �
�
Mj�Zi�� ZjZi

� � �
Mi�Zj�� ZiZj

�
� 
Zi� Zj ��

the latter by Lemma ������

Next we solve the operator�valued pendant of �������

Proposition ������ Let the requirements of Proposition ����� be met� Then the operator�
functions Z�� Z�� Z� solve the operator equation�

M�
� �Z��� �M��Z��  �M��Z��

�
 �

��
M��Z��

�� � �Z��
�
�
� �

�
M�

� �Z��� Z�

�
Z� � ��

������

Proof Successive application of Lemma ����� to each of the terms in the large brackets
shows that all respective terms vanish� The assertion follows�

Evaluating the Miura�type transformations in ������ yields an operator�valued pendant
of �������

Lemma ������ The operator equation �����
 in Proposition ����� is equivalent to

Z��x�x�x�  ��Z��x��
� � �Z��x�  �Z��x� � ��
Z�� Z��x��� ������

In the proof of Theorem ����� we have shown that the operator function V � �cW�  B

solves ������� where �cW� � Z� in the notation of Lemma ������ Thus the above lemma
states that even an integrated version of ������ holds on the operator�level�

Proof Recall M��Z�� � �Z��� � Z��x� � M��Z�� � Z�Z� � Z��x� � by the de�nition of the
respective Miura�type transformations� Moreover� we observe for iterated applications of
the Miura�type transformation M� to Z��

M��Z�� � Z��x�  Z�
� �

M�
� �Z�� � Z��x�x�  Z��x�Z�  �Z�Z��x�  Z�

� �

M�
� �Z�� � Z��x�x�x�Z�  Z��x�x�  ��Z��x�x�  �Z

�
��x�

 Z��x�Z
�
�  �Z�Z��x�Z�  �Z

�
�Z��x�  Z�

� �

By a straightforward calculation� these identities yield

Z��x�x�x�  ��Z��x��
� � �Z��x�  �Z��x� � ��
Z�� Z��x�x�  �Z�Z��x� ��

��



Next� expressing reversely derivatives by Miura�type transformations and applying Lemma
����� again� we get

Z��x�x�  �Z�Z��x� � M�
� �Z��� Z��x�Z� � Z�

� � M�
� �Z���M��Z��Z�

� Z� � Z�Z� � M��Z��� Z�Z� � Z��x� �

which shows the desired reformulation�

In the next lemma we establish the link from solutions of operator equation ������ to
�scalar� solutions of the bilinear form �������

Lemma ������ Let the assumptions of Proposition ����� be met and denote by � the trace
which corresponds to the determinant � on A� Then� for j � �� �� ��

�

�xj
log p � �

�
Zj � ��B�j

�
�

Proof Using successively Proposition B������ the base equations in Proposition ������ the
trace property� and Lemma ������ we get

�

�xj
p �

�
��I  LM�

�
xj

��I  LM�

� �
�
�I  LM����LM�xj

�
� �

�
�I  LM���

�
�AjL� L��B�j�M � �

� �
�
M�I  LM���

�
AjL� L��B�j � �

� �
�
�I  ML���M

�
AjL� L��B�j � �

� �
�
�I  ML���

�
MAjL� ��  ML���B�j  ��B�j � �

� �
�
Zj � ��B�j

�
�

which is the assertion�

Now we are prepared for the proof of Proposition ������

Proof �of Proposition ������ We have to show that p � ��I  LM� is a solution of the
bilinear KP equation ������� To this end set

wj �
�

�xj
log p�

By Lemma ������ wj � ��Wj�� where Wj � Zj � ��B�j � Moreover� since the trace � is
continuous� we have

wj�xi � �
�
Wj

�
xi
� ��Wj�xi� � ��Zj�xi��

and corresponding identities hold for higher order derivatives of wj � Next we note that�
because

W� � �I  ML���M
�
AL LB

�
�

������ guarantees W�P � W�� Therefore Z��x�P � W��x�P � W��x� � Z��x� as well� and� as
a consequence�

�
�
�Z��x��

�
�
� �

�
�Z��x�P �

�
�
� �

�
�Z��x�P

���
�

� �
�
Z��x�P

�Z��x�P
�
�
� �

�
�PZ��x�P ��PZ��x�P �

�
��



� �
�
PZ��x�P

�
�
�
PZ��x�P

�
�

�
�
�
Z��x�P

�
���

�
�
�
�
Z��x�P

���
�
�
�
�
Z��x�

���
�

This means that the trace � is multiplicative on Z��x� � Furthermore� we obviously have
��
Z�� Z��x��� � ��

With these preparations� we now proceed as follows� By Lemma ������ Z� solves �������
Now we apply the trace � and use that it is linear� continuous� and multiplicative on Z��x�

to observe that wj satis�es �������
It remains to check that the line of argument which led from ������ to ������ can be

reversed with wj � pxj�p� This shows that p solves the bilinear KP equation ������ on
% � f�x�� x�� x��jp � �g� Since p is real�analytic� the theorem follows

��
 Line�solitons and Miles structures

In this section we discuss a �rst application of our solution formula� Taking the operator�
valued parameters A� B simply as diagonal matrices of the same size� and D � I � we
obtain theN �line�solitons of the KP�II equation� We discuss regularity� include some special
features often neglected in the literature� and provide computer graphics for illustration�
Furthermore� we explain how Miles structures �t into the picture�
We start with the proof that� for �nite�dimensional parameters A � Mn�n�C � and

B � Mm�m�C �� the essential data of the generated solution is encoded in the Jordan
canonical form of A� B�

Lemma ������ Let A � Mn�n�C �� B � Mm�m�C �� and let U � V be matrices transforming
A� B into Jordan canonical form JA� JB� respectively� i�e�� A � U��JAU � B � V ��JBV �

Then the solution in Theorem ����� b
 is not altered if we replace simultaneously A� B
by JA� JB� the matrix D by V DU��� and the vectors a� c by �V ����a� Uc�

Proof Recall that we are in the �nite�dimensional setting �E � C
n � F � C

m�� It is
su�cient to verify that the asserted replacements do not change the determinant p �
det�I  LM� in Theorem ������

From the very de�nition of the exponential function� it is easy to check that� for the
functions bL� cM as de�ned in Theorem ������ it holds

bL � U��JbLU for JbL � exp
�
JA x 

�

�
J�A y � �J�A t

�
�

cM � V ��JcMV for JcM � exp
�
JB x� �

�
J�A y � �J�A t

�
�

Abbreviating C � $��A�B�a�c�� from a�c � AC CB � U��
�
JA�UCV

��� �UCV ���JB
�
V

we next observe

UCV �� � $��JA�JB
�
U�a� c�V ��

�
� $��JA�JB

�
��V ����a�� �Uc� � � ������

As a consequence�

p � det
�
I  bLC cMD

�
� det

�
I  

�
U��JbLU

�
C
�
V ��JcMV

�
D
�

� det
�
I  JbL

�
UCV ��

�
JcM

�
V DU��

��
which� by ������� shows the assertion�

Next we derive the formal N �soliton solution for both the KP �i�e�� both the KP�I and
KP�II� equation�

��



Proposition ������ For complex numbers pj � qj � j � �� � � � � N � satisfying pi qj �� � 
i� j�
a solution of the KP equation ����
� ����
 on % � f�x� y� t� j p�x� y� t� �� �g is given by

u � vx�

w � vy �

with v � �
�

�x
log p� where

p�x� y� t� � �  
NX
n��

X
i������in

nY
j��

fij�x� y� t�
nY

j�j���
j�j�

�pij � pij� ��qij � qij� �

�pij  qij� ��qij  pij� �
������

and fj�x� y� t� � exp
�
�pj  qj�x 

�
��p

�
j � q�j �y� ��p�j  q�j �t �j

�
with arbitrary �complex


constants �j�

Proof Consider the diagonal matrices A� B � MN�N�C � given by

A �

	
 p� �� � �
� pN

�A � B �

	
 q� �� � �
� qN

�A �

where pj � qj � C with pi  qj �� � for all i� j � �� � � � � N �
Our aim is to apply Theorem ����� b�� To this end� we need the following preparations�

�i� Given a� c � CN � a solution of the coupling condition AC  CB � a� c is given by the
matrix

C �
� ajci
pi  qj

�N
i�j��

�

�ii� The matrix exponential function

bL�x� y� t� � exp �Ax �

�
A�y � �A�t

�
is again a diagonal matrix with the entries 	j � 	j�x� y� t� � exp

�
pjx  

�
�p

�
jy � �p�j t

�
on its diagonal� and an analogous statement holds for

cM�x� y� t� � exp �Bx � �

�
B�y � �B�t

�
�

The coupling condition in �i� is easily veri�ed by

� �AC  BC�ej � ei � � � ACej � ei �  � CBej � ei �

� � Cej � A
�ei �  � CBej � ei � � � Cej � piei �  � Cqjej � ei �

� �pi  qj� � Cej � ei � � ajci

� � �a� c�ej � ei � �

As for �ii� we observe that for any diagonal matrix T � diagftj j j � �� � � � � Ng the n�th
power can be taken entry by entry� i�e�� Tn � diagftnj j j � �� � � � � Ng� Thus �ii� follows
directly from the de�nition of exponential function as a power series�

Now we are in position to apply Theorem ����� b�� With D � I � we thus obtain a
solution of the KP equation ������ ����� by

u � vx� w � vy

with v � �
�

�x
log p� where p � det

�
I  bLCcM�

�

��



Using the well known expansion rule for determinants �confer Lemma ������� we can
evaluate p explicitly� Namely� by �i�� �ii�� we �nd

p � det

�
�ij  

ajci
pi  qj

	imj

�N

i�j��

� �  
NX
n��

X
i������in

det

�
aij� cij

pij  qij�
	ijmij�

�n

j�j���

� �  
NX
n��

X
i������in

nY
j��

aijcij �mij	ij � det
�

�

pij  qij�

�n

j�j���

� �  
NX
n��

X
i������in

nY
j��

aijcij
pij  qij

mij	ij

nY
j�j���
j�j�

�pij � pij� ��qij � qij� �

�pij  qij� ��qij  pij� �
�

where the last identity goes back to a remark of Cauchy �see 
���� p� �������� 
���� VII� x��
Nr� � and Lemma �������

To complete the proof� it remains to rewrite the expressions
ajcj

pj  qj
	jmj � fj �

For convenience we show that the solution derived in Proposition ����� coincides with the
representation of the N �solitons as given by 
���� Since there probably are some misprints
in this version� we here refer to the representation in 
���� It reads

u � ��x log fN �

fN �
X
	����

exp
� NX
i��

�i�i  
NX

i�j��
i�j

�i�jAij

� the sum runs over all � � ���� � � � � �N�
with �i � f�� �g�

�i � 
ix �iy � �it  �
��	
i �

exp�Aij� � ��
i � 
j��  �����i � �j�� � �
i � 
j���i � �j�

�
i  
j��  �����i  �j�� � �
i  
j���i  �j�
�

and the dispersion relation 
�i  ��
���i � 
i�i � � holds�

To see that this equals our formula� take 
i � pi  qi and �i � �p�i � q�i ���� Then the
dispersion relation shows �i � ��p

�
i  q�i �� hence mi	i � exp��i�� After some calculations�

exp�Aij� �
�
i � 
j�� � ����i�
i � �j�
j��

�
i  
j�� � ����i�
i � �j�
j��
�
�pi � pj��qi � qj�

�pi  qj��pj  qi�
�

Thus Proposition ����� indeed describes the N �soliton solution for the KP equation�

We now come to line�solitons which are regular� real�valued solutions of the KP�II
equation �i�e�� in the case � � ���

Proposition ������ Let pj � qj � R for j � �� � � � � N � and assume that for all i �� j one of
the following conditions is satis�ed�

�i
 �qi � �qj � pj � pi�
�ii
 �qi � pi � �qj � pj�

Then a real�valued solution of the KP�II equation ����
� ����
 with � � � is given by

u � vx�

w � vy �

��



with v � �
�

�x
log p� where

p�x� y� t� � �  
NX
n��

X
i������in

nY
j��

fij�x� y� t�
nY

j�j���
j�j�

�pij � pij� ��qij � qij� �

�pij  qij� ��qij  pij� �
������

and fj�x� y� t� � exp
�
�pj  qj�x �p

�
j � q�j �y � ��p�j  q�j �t �j

�
with �j � R arbitrarily�

Moreover� this solution is regular on the whole of R��

Proof The solution property is an immediate consequence of Proposition ������ and reality
of the solution is obvious� Thus it remains to show regularity� But since either of the
conditions �i�� �ii� implies that the phase�shift term

�pi � pj��qi � qj�

�pi  qj��qi  pj�

is positive� we have p�x� y� t�� � for all �x� y� t�� This shows the assertion�

To illustrate our result� we turn to u � u�x� y� t�� which are the N �line�solitons in the
closer sense� Recall that a single line�soliton corresponding to the parameters pj � qj is
characterized by its angle to the x�axis and its shape� which are encoded in �pj � qj��
�pj  qj�� respectively �confer ����� and the subsequent discussion��

Now there are two particularly interesting cases�

Existence of line	solitons with the same angle to the x	axis Using the condition
�i� in Proposition ����� one easily arranges parameters �qi � �qj � pj � pi such that
pi � qi � pj � qj � In the N �line�soliton this yields two solitons of di	erent shape but with
the same angle to the x�axis�
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line soliton for p� � ���� q� � ���	� p� � ���� q� � �����
plotted at the time t � ����

Existence of line	solitons with identical shape In contrast� the condition �ii� in
Proposition ����� allows to construct even line�solitons with identical shape� One has only
to arrange the parameters �qi � pi � �qj � pj such that pi  qi � pj  qj �
Note that solutions of this particular type cannot be achieved by condition �i�� which is

the standard regularity condition in the literature �see 
���� 
���� 
�����
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Snapshots of the three	soliton during interaction
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Successively the solution is plotted for t � ��� ��	�� �� 	�� ��� and ���
The parameters of the three participating line
solitons are p� � ��
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Resonance phenomena Finally� we will brie�y discuss resonance phenomena� These
arise in the same way as the line�solitons in Proposition ������ but without the condition
that the parameters pj � qj are pairwise di	erent� For example� if we set

A � pI� B �

	
 q� �� � �
� qN

�A �

with �qN � � � � � �q� � p� the resulting solution is a typical Miles structure� It reads
precisely as in Proposition ������ but with

p�x� y� t� � �  
NX
j��

fj�x� y� t�

instead of ������� In particular it is real�valued and regular� By a more detailed investi�
gation it can be veri�ed that it looks like a tree with a trunk and N branches� The trunk
corresponds to the soliton with parameters p� qN � the �rst branch to p� q�� and the other
N � � branches to �qj � qj�� for j � �� � � � � N � ��
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The plots above show such a Miles structure� Beside the usual pictures� we here found it
instructive to plot also corresponding pictures from above� Note also that we have plotted
u�x��y� t� to make the diagrams clearer�

Some other impressing examples of what can happen in degenerated cases which can
be similarly obtained as the one above are gathered below� Among the examples where
the colliding solitons change their shape in the interaction� and a structure developping an
inner closed cell�

Example �
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The above plots show solitons which change their shape during interaction� The parameters
are p� � ���� q� � ���� p� � ���� q� � �� p� � ���� q� � �� The solution is plotted successively
at the times t � �������� �� and t � ���������� ���� respectively for the left and right
column�

��



Example �
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Above the parameters are p� � �� q� � ���� p� � ���� q� � ���� p� � ���� q� � �� p� � ��
q� � �� and the solution is plotted successively at the times t � ��� �� �� and t � ���� �� ���
respectively for the left and right column�
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In these �nal plots� an inner cell develops� The parameters are p� � �� q� � ���� p� � ����
q� � ���� p� � ���� q� � �� p� � �� q� � �� Note that the solution u�x��y� t� is plotted
to make the pictures clearer� The successive times are t � ��� �� � and t � ���� �� ���
respectively for the left and right column�
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Chapter �

Soliton�like solutions for the

AKNS system and properties

of its reductions

The ultimate purpose of Chapters �� �� and � is to achieve a reasonably complete asymptotic
understanding of the solutions one can obtain by inserting �nite matrices into the formulas
of Chapter �� In the present chapter we present the necessary solution formulas and deduce
structural properties of more general character� Furthermore� we will focus on soliton�like
solutions� for which some of the results are more explicit�
The �rst section is concerned with the general AKNS system� Here we have indepen�

dent generating matrices A � Mn�n�C �� B � Mm�m�C �� which may even be of di	erent
dimension� Then we observe that our constructions behave naturally with respect to simi�
larity between matrices� which yields reduction to matrices in Jordan canonical form� This
simple fact indicates that one may hope for a relation between the dynamics of the so�
lutions and the algebraic properties of the matrices� For the generic case that A and B
are diagonalizable� we are able to evaluate the solution formula in closed form �including
explicit evaluation of all appearing determinants�� To the best of our knowledge� for the
general AKNS system this is done for the �rst time� For the C �reduced AKNS system�
corresponding formulas are given in 
���� 
��� in terms of Wronskian determinants� but full
evaluation of the determinants is only achieved in the R�reduced case�
We call these solutions soliton�like because of their formal analogy with solitons� As

already mentioned in 
��� these solutions may present instantaneous singularities� This is
no surprise and illustrates the known fact that the unrestricted AKNS system does not
yield soliton equations in general� In the framework of 
��� 
��� this is re�ected by the
circumstance that the inverse scattering method applies only formally� In particular� the
Gelfand�Levitan�Marchenko equation need not be solvable�

But we do obtain honest soliton equations� if we restrict to convenient reductions of
the AKNS system� Following 
��� we consider successively the C �reduced and R�reduced
AKNS system� In our approach the two cases are formally independent� But it is helpful
to keep in mind that the R�reduced system becomes a further reduction of the C �reduced
one under the physically plausible assumption that its solutions be real� As a matter of
fact� the most prominent equations in the AKNS system �the Nonlinear Schr�odinger� the
sine�Gordon� and the modi�ed Korteweg�de Vries equation� are already contained in these
two reductions�

After reduction we are left with a single generating matrix in the solution formula�
This allows us to introduce negatons as the solutions corresponding to matrices where
each eigenvalue appears in exactly one Jordan block �otherwise there would be cancellation

��



phenomena�� Historically� negatons �and the corresponding concept of positions� were
systematically derived via Wronskian determinants by Matveev et al� �
���� 
���� 
���� 
����

���� 
���� see also 
���� 
���� 
���� 
���� 
����� Our motivation to consider negatons was mainly
to prove conjectures of Matveev about the asymptotic behaviour of negatons in the general
case� This will be done in Chapters � and ��

In the remainder of Chapter � we clarify structural questions� mainly regularity and�
for the R�reduction� also reality� To prepare the transition to a �ner analysis� we study
in some detail the case of solitons� Already in this simpli�ed setting� the explicit formulas
we obtain for the C �reduction are new� Then we explain how asymptotic analysis gives a
precise meaning to what is usually called the particle behaviour of solitons� A further point
of independent interest is that we include breathers into the description for the R�reduction�
These are the easiest case of formations of solitons �see 
����� i�e�� solitons moving with equal
velocity� which cannot be separated in asymptotic terms�
Finally� we emphasize that our formulas are quite di	erent from the expressions which

are derived by Wronskian techniques� In Appendix A we indicate how to translate formulas
from 
���� 
���� 
��� into our formalism�

��� Explicit formulas for soliton�like solutions of the

AKNS system

In this section we explain what can be said for the AKNS system as a whole� We derive a
basic solution formula and establish reduction to Jordan form� Finally we give an expression
in closed form of soliton�like solutions� the class which specialises to solitons under the
reductions to be discussed later�


���� Transition to Jordan data

For convenience we brie�y recall some standard terminology� Let Cn be the Hilbert space of
all complex n�tuples � � ��i�

n
i��� equipped with its usual inner product ��� �� �

Pn
j�� �j�j

for �� � � C n � Its standard basis is denoted by fej jj � �� � � � � ng� where ej is the vector
with � in the j�th entry and zero elsewhere�
By the Riesz lemma� any functional fa � �Cn �� can be identi�ed with a vector a �

�aj�
n
j�� � C n by the assignment � �� fa � �

Pn
j�� �jaj � ��� a� for � � ��j�

n
j�� � C n � We

do not distinguish between fa and a in notation�
Consider now the one�dimensional operator a� c for a� c � C n � From its de�nition�

�a� c���� �� �� a � c �
� nX
j��

�jajci
�n
i��

�

it is clear that it corresponds to the matrix
�
ajci

�n
ij��

�

Let us now reformulate the solution formula of Theorem ����� b� for matrices�

Theorem ������ Let A � Mn�n�C � and B � Mm�m�C � be matrices satisfying spec�A� 	
spec�B� � fz � C jRe�z� � �g and spec�A�	 spec��B� � fz � C jf��z� �nite g� Let � �� a�
c � C n � � �� b� d � Cm be arbitrary� We de�ne the operator�functionsbL�x� t� � exp �Ax f��A�t�

�
� cM�x� t� � exp �Bx � f���B�t

�
�

and abbreviate

L � bL$��A�B�b� c�� M � cM$��B�A�a� d��

L� � bL�a� c�� M� � cM�b� d��

��



Then a solution of the AKNS system ����
 is given by the pair

q � �� P�p� r � �� bP�p�
where

P � det

�
I L

M I �M�

�
� bP � det� I � L� L

M I

�
� p � det

�
I L

M I

�
�

This solution is de�ned on any strip R� �t�� t�� on which p does not vanish�

Proof Note that spec�A�	 spec�B� � fz � C jRe�z� � �g implies � �� spec�A�  spec�B��
and hence the existence of $��A�B � $

��
B�A� Thus the only thing that requires a little justi�cation

is that exp�Ax�� exp�Bx� behave su�ciently well for x� ���
To this end let U be a matrix transforming A into Jordan form J � say A � U��JU �

where J � diagfJj j j � �� � � � � Ng with Jordan block Jj of dimensions nj corresponding to
eigenvalues �j � Then exp�Ax� � U�� exp�Jx�U � U��diagfexp�Jj� j j � �� � � � � NgU and

exp�Jjx� �

	B
 �
��	
j �

�nj��	
j� � �
�
��	
j

�CA exp��jx��
with constants �

�		
j � �	j ��! for � � �� � � � � nj��� From this it is clear the exp�Ax� behaves

su�ciently well for x� ��� It remains to apply Theorem ����� b��

The following lemma shows that all relevant properties of the generating matrices A� B
are encoded in their Jordan canonical form�

Lemma ������ Let A � Mn�n�C �� B � Mm�m�C � be as in Theorem ������ and let U � V be
matrices transforming A� B into Jordan form JA� JB� respectively� namely A � U��JAU �
B � V ��JBV �

Then the solution in Theorem ����� is not altered if we replace simultaneously A� B by
JA� JB and the vectors a� b� c� d by �U����a� �V ����b� Uc� V d�

Proof Let us start with the �rst member q � � � P�p of the solution in Theorem �����
and show that the asserted replacements do not change the determinants P � p�
From the very de�nition of the exponential function� it is easy to checkbL � U��JbLU for JbL �� exp

�
JAx f��JA�t

�
�cM � V ��JcMV for JcM �� exp

�
JBx� f���JB�t

�
�

Using the abbreviation C �� $��A�B�b� c�� D �� $��B�A�a� d�� we next observe

b� c � AC  CB � U��
�
JA�UCV

���  �UCV ���JB
�
V�

It immediately follows

UCV �� � $��JA�JB
�
U�b� c�V ��

�
� $��JA �JB

�
��V ����b�� �Uc� ��

and� for the same reason� VDU�� � $��JB�JA
�
��U����a�� �V d� ��

Therefore�

P � det
�
I  

�
U�� �
� V ��

��
� JbL UCV ��

JcM V DU�� �JcM V �b� d�V ��

��
U �
� V

� �
� det

�
I  

�
� JbL�UCV ���

JcM �VDU��� �JcM
�
��V ����b�� �V d� �

� �
�

��



which means that we can replace A� B by their Jordan forms if we use the vectors �U����a�
�V ����b� Uc� V d instead of a� b� c� d� A similar calculation applies to p�

Finally� an analogous argument shows that eP transforms properly�

For later use� we also state the following representation of $��A�B�a� c��

Proposition ������ Let A � Mn�n�C �� B � Mm�m�C � be in Jordan canonical form�
A � diagfAi j i � �� � � � � Ng� B � diagfBj j j � �� � � � �Mg with Jordan blocks Ai� Bj

of dimensions ni� mj corresponding to eigenvalues �i� �j� respectively� Assume �i �j �� �
for all i � �� � � � � N � j � �� � � � �M �

Then

$��A�B�a� c� �
�
"l�ci� Tij "r�aj�

�
i������ �N
j������ �M

with the upper left and right band matrices "l�ci�� i � �� � � � � N and "r�aj�� j � �� � � � �M �
given by

"l�ci� �

	B
 c
��	
i c

�ni	
i���

c
�ni	
i �

�CA � "r�aj� �

	B
 a
��	
j a

�mj	
j� � �

� a
��	
j

�CA �

where the vectors a � Cm � c � C n are decomposed according to the relevant Jordan decom�
position� namely

c � �c�� � � � � cN� with ci � �c
��	
i � � � � � c

�ni	
i ��

a � �a�� � � � � aM� with aj � �a
��	
j � � � � � a

�mj	
j ��

and

Tij �

�
����	�


�
� � � �
� � �

��
�

�i  �j

�	�
��
�

������� �ni
������� �mj

�

Proof Let us �rst consider the case that A� B are Jordan blocks of dimensions n� m with

eigenvalues �� �� respectively� We claim A� T  TB � e
��	
m � e

��	
n � where e

��	
k is the �rst

standard basis vector in C k and

T �
�
t
	
�
������� �n
������� �m

with t
	 � ����	�

�
�  � � �
�� �

��
�

�  �

�	�
��

�

Since

�A� T �
	 �

�
�t�	� � � ��

�t
	  t�
��		� � � ��
�TB�
	 �

�
�t
�� � � ��

�t
	  t
�	��	� � � ��

we check immediately �A� T  TB��� � �� �A
� T  TB��	 � �A

� T  TB�
� � � for �� � � ��
Finally� for �� � � ��

�A� T  TB�
	 � �� ��t
	  t�
��		  t
�	��	

� ����	�

��

�  � � �
�� �

�
�
�
�  � � �
�� �

�
�
�
�  � � �
�� �

���
�

�  �

�	�
��

� ��

This proves the claim�

��



Observe 
"r�a�� B� � � and A"l�c� � "l�c�A
�� Thus�

A
�
"l�c�T"r�a�

�
 
�
"l�c�T"r�a�

�
B � "l�c�

�
A� T  TB

�
"r�a�

� "l�c�
�
e��	m � e��	n

�
"r�a� �

�
"r�a�

�e��	m

�
�
�
"l�c�e

��	
n

�
� a� c�

Consequently� "l�c�T"r�a� � $
��
A�B�a�c�� This completes the proof for single Jordan blocks

A� B of possibly di	erent dimensions�
In the general case the assertion follows from

$��A�B�a� c� �
�
$��Ai�Bj�aj � ci�

�
i������ �N
j������ �M

�


���� Soliton�like solutions for the AKNS system

As already mentioned in the introduction� the unreduced AKNS system seems to be too
general to hope for a signi�cant solution theory� Nevertheless it is remarkable that the
formula in Theorem ����� leads to an explicit description of a solution class which lifts the
N �solitons to the general level�

Theorem ������ For complex numbers �i� i � �� � � �n� and �j� j � �� � � �m� such that
Re��i� � �� Re��j� � � and f���i�� f���j� is �nite for all i� j� a solution of the AKNS
system ����
 is given by

q �
�

p

h mX
j��

gj  

min�m���n	X
���

�����
nX

i����� �i���
i������i�

mX
j����� �j�����
j������j���

ep� i�� � � � � i�
j�� � � � � j���

� i
�����

r �
�

p

h nX
i��

fi  

min�m�n��	X
���

�����
nX

i� ���� �i�����
i������i���

mX
j����� �j���
j������j�

ep� i�� � � � � i���
j�� � � � � j�

� i
�����

where p � �  

min�m�n	X
���

�����
nX

i� ���� �i���
i������i�

mX
j����� �j���
j������j�

ep� i�� � � � � i�
j�� � � � � j�

�
and where we use the ab�

breviation

ep� i�� � � � � i�
j�� � � � � j�

�
�

�Y
	��

fi�

�Y

��

gj�

�Y
�����
���

��i� � �i� �
�

�Y
�����
���

��j� � �j� �
�
� �Y

	��

�Y

��

��i�  �j� �
��

with fi�x� t� � f
��	
i exp

�
�ix f���i�t

�
� gj�x� t� � g

��	
j exp

�
�jx�f����j�t

�
� and arbitrary

constants f
��	
i � g

��	
j � C nf�g� i � �� � � � � n� j � �� � � � � m�

More precisely� q� r is a solution on all strips R� �t�� t�� on which p does not vanish�

In particular� for n � m � �� we recover ������ ������ Note also that the �nal require�
ment on the domain of the solution is essential for the general AKNS system� In fact�
instantaneous singularities may be caused by vanishing denominators�

Remark ������ To the best of the author�s knowledge this is the �rst time that explicit
soliton formulas for the AKNS system as a whole are deduced� For the C �reduced AKNS

��



system� soliton formulas were derived by Marchenko ����� Matveev ����� Meinel� Neuge�
bauer� Steudel ���� et al�� In the mentioned articles� solutions are expressed by Wronskian
determinants� However� these are only evaluated for the R�reduced AKNS system �for ex�
ample the sine�Gordon equation� but not the Nonlinear Schr�odinger equation
� where the
determinants in the formulas are much simpler �compare Section ���
�

For a detailed comparison with existing results for the C �reduced AKNS system� in
particular with respect to the representation of solitons in terms of Wronskian determinants�
we refer to Appendix A�

Proof Choose a� c � C
n � b� d � C

m all di	erent from zero� and de�ne the generating
matrices A � Mn�n�C �� B � Mm�m�C � in the solution formula of Theorem ����� as

A �

�
�� �� � �
� �n

�
� B �

�
�� �� � �
� �m

�
�

Since Re��i��Re��j� � � 
i� j by assumption� we in particular have � �� spec�A�  spec�B��
Thus we are in position to apply Theorem ������ As a result� we obtain a solution q� r of

the AKNS system� To �x ideas� we focus on the formula for q which is given by q � ��P�p�
where

P � det
�
I  

�
� bL$��A�B�b� c�cM$��B�A�a� d� �cM �b� d�

��
�

p � det
�
I  

�
� bL$��A�B�b� c�cM$��B�A�a� d� �

��
�

with the exponential functions bL�x� t� � exp �Ax f��A�t�� cM�x� t� � exp �Bx�f���B�t
�
�

and the constant operators $��A�B�b � c�� $��B�A�a � d�� In the remainder of the proof we
calculate P � p explicitly� We claim�

�i� For b � Cm � c � C n � the unique solution C �� $��A�B�b � c� of the matrix equation
AX  XB � b� c is given by

C �

�
bjci

�i  �j

�
i������ �n
j������ �m

�

�ii� As for the exponential functions� bL � Mn�n�C �� cM � Mm�m�C � again are diagonal
matrices with the entries 	i � 	i�x� t� � exp

�
�ix  f���i�t

�
and mj � mj�x� t� �

exp
�
�jx� f����j�t

�
on the diagonals� respectively�

Both claims are almost obvious� �i� follows from b � c �
�
bjci

�
i������ �n
j������ �m

� and �ii� from the

de�nition of the exponential function as a power series�

This provides us with the factorizations $��A�B�b�c� � DcC�Db� $
��
B�A�a�d� � DdC

�
�Da�

and b� d � Dd�e� � e��Db� where

C� �

�
�

�i  �j

�
i������ �n
j������ �m

� Mn�m�C �� e� � ��� � � � � �� � Cm �

and Da� Db� Dc� Dd the diagonal matrices with diagonal given by a� b� c� d� respectively�
We infer

P � det
�
I  

�
� bLDcC�DbcMDdC
�
�Da �cMDd�e� � e��Db

� �
��



� det
�
I  

� bLDc �

� cMDd

��
� C�

C�
� �e� � e�

��
Da �
� Db

� �
� det

�
I  

�
DaDc

bL �

� DbDd
cM

��
� C�

C�
� �e� � e�

� �
� det

�
I  

�
� FC�

GC�
� �G�e� � e��

� �
� �����

with F � DaDc
bL� G � DbDd

cM � and� analogously�
p � det

�
�  

�
� FC�

GC �
� �

� �
�

To calculate P � p� we use the the expansion rule for determinants� see Lemma ������ together
with Lemma ������ This yields

p � �  
n�mX
k��

n�mX
I����� �Ik��
I������Ik

det
� �

� FC�

GC �
� �

��I����� �Ik	 �

� �  

min�m�n	X
���

nX
i����� �i���
i������i�

mX
j����� �j���
j������j�

det

	
 � �FC��

�
i� ���� �i�
j����� �j�

�

�GC�
��

�
j����� �j�
i����� �i�

�
�

�A �

In the latter expression� the notation T

�
i� ���� �i�
j����� �j�

�
indicates that we only keep the rows number

i�� � � � � i� and the columns number j�� � � � � j� in T �
We only calculate this determinant for the situation that 
 � n �m and �j�� � � � � jn� �

��� � � � � n�� The remaining cases can be obtained by an obvious renumbering� For notational
simplicity we can even assume m � n� Then� by Proposition ������ a��

det

�
� FC�

GC�
� �

�
� det�F � det�G� det

�
� C�

C �
� �

�
� ����n

nY
i��

fi�x� t�gi�x� t�
nY

i�j��
i�j

�
��i � �j���i � �j�

��� nY
i�j��

��i  �j�
��

where fi�x� t� � aici	i�x� t�� gi�x� t� � bidimi�x� t��
In summary� we have shown

p � �  

min�m�n	X
���

�����
nX

i����� �i���
i������i�

mX
j����� �j���
j������j�

ep� i�� � � � � i�
j�� � � � � j�

�
�

To calculate P � we follow the same path� Because of the one�dimensional perturbation�
it is slightly more involved to determine the principal minors in the expansion� Here they
contribute whenever� for the dimensions 
 of the block in the upper left� � in the lower right
corner� it holds � � 
� 
  �� see Proposition ������ In the case 
 � �� the corresponding
principal minor reduces to a number� In the case 
 � �� we again con�ne to the calculation
of the prototypical principal minor� which by Proposition ������ b� yields

det

�
� FC�

GC�
� �G�e� � e��

�
� det�F � det�G� det

�
� C�

C�
� �e� � e�

�
�����

� ����m
nY
i��

fi�x� t�
mY
j��

gj�x� t�
mY

i�j��
i�j

��i � �j�
�

nY
i�j��
i�j

��i � �j�
�
� nY

i��

mY
j��

��i  �j�
�

for m � n� n ��

��



As a result�

P � p �
mX
���

g�  

min�m���n	X
���

�������
nX

i����� �i���
i������i�

mX
j����� �j�����
j������j���

ep� i�� � � � � i�
j�� � � � � j���

�
�

Pasting all formulas together completes the proof for q� and r can be treated in a similar
manner�

To �ll in the remaining gaps� we supply the tools for the calculation of determinants
which we have used the proof of Theorem ������ Although some of these techniques will be
extended in Chapter �� we give a complete treatment for the sake of motivation� First we
recall the expansion rule for determinants�

Lemma ������ Let T � Mn�n�C � and denote by T �i����� �ik	 the minor obtained from T by
keeping only the rows and columns number i�� � � � � ik� Then the following expansion of T
holds�

det�I  T � � �  
nX

k��

nX
i� ���� �ik��
i������ik

det
�
T �i����� �ik	

�
�

In particular� the summand corresponding to k � � is the trace of T � the summand corre�
sponding to k � n the determinant of T �

We also need the following observations concerning the evaluation of determinants with
a certain block structure�

Lemma ������ If T � Mn�n�C � is a matrix with a k�dimensional block bT � � on the
diagonal and k � n� k� then det�T � � ��

Proof This is shown by a careful expansion of the determinant�

Lemma ����
� If S � Mn�m�C � and T � Mm�n�C �� then

det

�
� S
T �

�
�

�
����n det�S� det�T �� n � m�

�� n �� m�

Proof By Lemma ����� it remains to calculate the value of the determinant for m � n�
Since in this case

det

�
� S
T �

�
� det�S� det�T � det

�
� I
I �

�
� ����n� det�S� det�T �

and ����n� � ����n� the asserted formula holds�

Proposition ������ Let S � Mn�m�C �� T � Mm�n�C � be arbitrary� and b� d � Cm � Then�
for m � n and n � � m�

det

�
� S

T b� d

�
� ��

Proof By Lemma ����� we have only to consider the case n  � � m� Without loss of
generality� b� d �� �� since otherwise b � d � �� and again Lemma ����� can be applied�

Consequently� there are U � V � Mm�m�C �� both invertible� such that b � Ue
��	
m and d �

��



V e
��	
m � where e

��	
m is the �rst standard basis vector in Cm � Thus b� d � �Ue

��	
m �� �V e��	m � �

V �e
��	
m � e

��	
m �U �� and it follows

det

�
� S

T b� d

�
� det

�� I �
� V

��
� S�U ����

V ��T e
��	
m � e

��	
m

��
I �
� U �

��
� det�U� det�V � det

�
� S�U ����

V ��T e
��	
m � e

��	
m

�
�

Therefore we can assume b � d � e
��	
m � Note that e

��	
m � e

��	
m is an m �m�matrix with the

��� ���entry being the only non�vanishing entry� Set

R �

�
� S

T e
��	
m � e

��	
m

�
�

Expanding det�R� with respect to the �n ���th row� we get

det�R� � det�Rn���  
nX

	��

����n���	 t�	 det�R	��

where R	 arises from R by deleting the �n ���th row and the ��th column� and t�	 are the
entries in the �rst row of T � Taking a closer look at the structure of the matrices R	� we
�nd that all of them have a zero block of dimension m� � in the lower right corner� Since
m� � � n� we can apply Lemma ������ which shows det�R	� � � for � � �� � � � � n �� This
completes the proof�

Finally we need to evaluate some particular determinants�

Proposition ������� Let �i� i � �� � � � � n� and �j� j � �� � � � � m� be complex numbers such
that �i  �j �� � for all i� j� De�ne

C� �

�
�

�i  �j

�
i������ �n
j������ �m

� Mn�m�C �� e� �
�
�� � � � � �

� � Cm �
Moreover� we de�ne the constants

�nm � ����m
mY

i�j��
i�j

��i � �j�
�

nY
i�j��
i�j

��i � �j�
�
� nY

i��

mY
j��

��i  �j�
��

Then the following statements hold�
a
 If m � n� then

det

�
� C�

C�
� �

�
� �nn�

b
 If m � fn� n �g� then

det

�
� C�

C�
� �e� � e�

�
� �nm�

Proposition ������ extends a well�known remark of Cauchy �see 
���� p� �������� 
���� VII�
x�� Nr� �� and Lemma ������� In fact� Lemma ����� yields the value of det�C�� for m � n�

��



A further generalization of Proposition ������ will be given in Theorem ������ Neverthe�
less we provide the argument because it is short and motivates the much more complicated
later extensions�

Proof a� The assertion is an immediate consequence of Lemma ����� and Lemma ������
b� Without loss of generality the �i are pairwise di	erent� Otherwise C� would contain
linearly dependent rows� and the assertion would be clear� Analogously we can assume the
�j to be pairwise di	erent�
First we treat the case m � n� Then C� is a square matrix� and invertible by Lemma

������ Hence�

det

�
� C�

�

C� �e� � e�

�
� det

�
I �

��e� � e���C
�
��
�� I

�
det

�
� C�

�

C� �

�
�

where the �rst determinant is obviously equal to �� Thus a� can be applied�
It remains to consider the case m � n �� Here the basic idea of the proof is to imitate

the strategy of 
����

�i� �Manipulations with respect to the last m columns� Subtract the �n  m��th column
from the �n  j��th column for j � �� � � � � m� �� Then the entries of the �n  j��th
column� j � m� become

�m � �j
�i  �m

�

�i  �j
for i � n and � for i � n�

and extract common factors ��m � �j� in the �n  j��th column� j � �� � � � � m� ��
and ����i  �m� in the i�th row� i � �� � � � � n�

�ii� �Manipulations with respect to the last m rows� Subtract the �n m��th row from the
�n  i��th row for i � �� � � � � m� �� Then the entries of the �n  i��th row� i � m�
become

�m � �i
�j  �m

�

�j  �i
for j � � � n and � for j � n�

and extract common factors ��m � �i� in the �n  i��th row� i � �� � � � � m � �� and
����j  �m� in the j�th column� j � �� � � � � n�

As a result�

det

�
� C�

C�
� �e� � e�

�
�

nY
i��

�
�n�� � �i
�i  �n��

��
det

	
 � bC� be�bC�
� � �be� � � ��

�A �

where bC� is obtained from C� by deleting the last column and be� � Cn denotes the vector
with entries all equal to �� Note also that we have used m � n  ��
Next we add the �n m��th column to the i�th column for i � �� � � � � n� and the �n m��th

row to the j�th row for j � �� � � � � n� This yields

det

	
 � bC� be�bC�
� � �be� � � ��

�A � det

	
 be� � be� bC� �bC�
� � �
� � ��

�A � � det
� be� � be� bC�bC�

� �

�
�

the latter by expanding� Since m � n  �� all blocks of the latter determinant are square
matrices of dimension n� Thus a similar argument as in the case m � n applies� and�
pasting together the formulas� we can conclude the proof�

��



��� Reductions of the AKNS system

The AKNS system ����� does not have good stability properties in general �see 
��� p�����
for an example of a solution with smooth initial data which becomes unbounded after a
�nite time�� To arrive at soliton equations� the system has to be reduced� In practice
this means that we impose a relation on the two unknown functions q� r� and require a
symmetry condition for f��

The reductions we will consider already appear in 
��� In this paper� the reduction
allows to carry out the inverse scattering method completely� In our method the treatment
of the unreduced and the reduced AKNS system does not di	er formally� But it should be
observed that reduction is the right way to ensure global regularity�

More precisely� we consider two types of reductions� In the �rst� which we call the
complex reduction of the AKNS system� or C �reduced AKNS system for short� we suppose
that� for two given polynomials f� g� the rational function f� � f�g satis�es

f��z� � �f���z� for all z � C where f� is holomorphic�
Then the C �reduced AKNS system reads����� g�Tr�q�

�
rt
qt

�
� f�Tr�q�

�
r

�q
�

r � �q�
�����

For the real reduction of the AKNS system� brie�y R�reduced AKNS� we suppose

f��z� � �f���z� for all z � C where f� is holomorphic�
Then the R�reduced AKNS reads����� g�Tr�q�

�
rt
qt

�
� f�Tr�q�

�
r

�q
�

r � �q�
�����

In this context one is mainly interested in real solutions� Then one has to assume in addition
that f� is real in the sense that f��x� � R for all x � R where f� is �nite� If one assumes
reality of f� �what we will not do� one can regard R�reduction as a further specialization
of C �reduction�
In what follows we shall consider ������ ������ respectively� as an equation for the single

unknown function q�

We want to stress that these reductions comprise all important soliton equations of
the AKNS system� For example� the Nonlinear Schr�odinger equation is contained in the
C �reduced AKNS� the sine�Gordon and modi�ed Korteweg�de Vries equation are contained
in the R�reduced AKNS�

��� The C �reduced AKNS system� negatons� and their

regularity properties

This section will contain the �rst step torwards to the study of negatons� We start by
providing the C �reduction of the solution formula given in Theorem ������ This will lead to
appropriate conditions on the eigenvalues and thereby to the notion of negatons�

Afterwards we discuss structural properties of this solution class� mainly the regularity
question� At the end we explain how the familiar N �solitons integrate into this picture�

��




�	�� Negatons

Starting point of this section is the solution formula in Theorem ������
Recall that� for the C �reduced AKNS system� f��z� � �f���z� holds for all z � C where

f� is �nite� To realize the linear relation r � �q for the C �reduced AKNS system� we use
the following simple fact�

det��  T � � det��  T� for T � Mn�n�C ��

where T � which we will call the complex conjugate of T � is the matrix with the complex
conjugate entries of T �

Proposition ������ Assume that A � Mn�n�C � satis�es spec�A� � fz � C j Re�z� � �
and f��z� is �niteg and let � �� a� c � C n be arbitrary� De�ne the operator�functions

L�x� t� � exp
�
Ax f��A�t

�
$��
A�A
�a� c��

L��x� t� � exp
�
Ax f��A�t

�
�a� c��

Then a solution of the C �reduced AKNS system ����
 is given by

q � �� P�p� where

P � det

�
I �L
L I  L�

�
� p � det

�
I �L
L I

�
�

on every strip R� �t�� t�� on which the denominator p does not vanish�

Proof Apply Theorem ����� with �i� B � A and �ii� b � �a� d � c� By Lemma ������ we
have spec��A� � fz � C j f��z� is �niteg� and �f���A� � f��A�� Hence �i� implies that

the operator functions cM and bL are complex conjugate to each other�
Set C � $��

A�A
�a � c�� By de�nition� C is the unique solution of the matrix equation

AX  XA � a � c� Thus� from

AC  CA � AC  CA � a� c � a� c�

we infer $��
A�A
�a� c� � C �

By �i�� �ii�� this yields $��A�B�b� c� � �C� $��B�A�a� d� � C� and the solution formula in

Theorem ����� reads q � �� P�p� r � �� bP�p� where
P � det

�
I �bLCbLC I  bL�a� c�

�
� bP � det� I � bL�a� c� �bLCbLC I

�
�

and p � det

�
I �bLCbLC I

�
�

It remains to show the linear relation r � �q for the C �reduced AKNS system� To this
end� we calculate

P � det
�
I  

�
� �bLCbLC bL�a� c�

� �
� det

�
I  

�
� �bLCbLC bL�a� c�

� �
� det

�
I  

�
� I

�I �

�� bL�a� c� �bLCbLC �

��
� �I
I �

� �
� det

�
I  

� bL�a� c� �bLCbLC �

� �
�

Analogously� p � p�

��



Finally� using Proposition ������ we observe

�q � ��  P

p
� ��  

det

�
I  

bL�a� c� �bLCbLC �

�

det

�
I  

� �bLCbLC �

�

� ��
det

�
I  

�bL�a� c� �bLCbLC �

�

det

�
I  

� �bLCbLC �

� � ��
bP
p
� r�

This completes the proof�

Lemma ������ Let A � Mn�n�C � be as in Proposition ����� and U a matrix transforming
A into Jordan form JA� namely A � U��JAU �

Then the solution formula of Proposition ����� is not altered if we replace simultaneously
A by JA and the vectors a� c by �U����a� Uc�

Proof In fact� Lemma ����� is a corollary of Lemma ������ To see this� we only have to
check that the replacements in Lemma ����� are compatible with the special choices �i�� �ii�
made in the proof of Proposition ������ But by �i� it is possible to take V �� U � and then
it is evident that the replacement of the vectors in Lemma ����� �ts to �ii��

By Lemma ����� any solution coming from a �nite matrix can also be generated by its
Jordan form� From elementary linear algebra we recall that the Jordan form is essentially
unique� We call negaton any solution generated by a Jordan matrix A with the following
property�

The eigenvalues �i � spec�A� satisfy Re��i� � � for all i�
Our notion of negaton is very general� For example� it comprises for the sine�Gordon
equation usual solitons �kinks�� breathers� as well as groups of solitons drifting apart with
logarithmic velocity� The latter type may be called negatons in the closer sense �compare

���� 
����� Sometimes we will use the term negaton also in the more speci�c sense�


�	�� Regularity conditions

Next we prove that the solutions of the C �reduced AKNS system in Proposition ����� are
globally regular� The main ingredient is Proposition ������ As a �rst step we prove the
following factorization result�

Proposition ������ Let A� B � Mn�n�C � be in Jordan form� A � diagfAj jj � �� � � � � Ng�
B � diagfBj j j � �� � � � � Ng� with Jordan blocks Aj� Bj of dimension nj corresponding to
the eigenvalues �j � �j� respectively� Assume Re��j�� Re��j� � � 
j�

Let a� c � C n �when decomposed according to the Jordan form� i�e�� a � �aj�Nj�� with

aj � �a
�		
j �

nj
	��
 satisfy a

��	
j c

�nj	
j �� � 
j�

Then the following factorization holds�

$��A�B�a� c� � ST�

��



where

T �
NM
i��

C
ni �� L����� ��� S � L����� �� ��

NM
i��

C
ni �

are de�ned by

�Teii����� �
�

�i� � ��!
�i
���

��i
���
i

�
e�i�  ���i�

�
�

Sf �
NX
i��

niX
i���

� �Z
��

f�s�
�

�ni � i��!

�ni�i
�

��ni�i
�

i

e�is ���i�ds
�
eii� �

and �� � are functions of one complex variable z which ful�ll the set of conditions

�

�j� � ��!
�j

���

�zj
���

e��z�
���
z��j

� c
�nj�j���	
j �

�

�j� � ��!
�j

���

�zj
���

e��z�
���
z��j

� a
�j�	
j � �����

for j � �� � � � � N � j� � �� � � � � nj�

Moreover� TS is the Fredholm integral operator Rh � L
�
L����� ��

�
de�ned by

�Rhf��s� �

�Z
��

f���h�s� ��d�

with kernel h�s� �� �
NX
i��

�

�ni � ��!
�

�

��i
 

�

��i

�ni��

e�is  �i�  ���i� �i��

where ��z�� z�� � ��z��  ��z���

According to the decomposition C n �
LN

��� C
n� � eii� � C n denotes the vector which is

the i��th standard basis vector on the component C ni and the zero�vector on all other
components C n� � � �� i�

Proof First note that ����� is always solvable� since we have assumed a
��	
j c

�nj	
j �� �� Next�

calculating the entries of ST � Mn�n�C �� we observe

hSTejj� � eii�i �
�Z

��

�

�j� � ��!
�j

���

��j
���
j

e�js ���j� �

�ni � i��!

�ni�i
�

��ni�i
�

i

e�is ���i�ds

�

j���X
	��

ni�i�X

��

�

�j� � �� ��!

�j
����	

��j
����	
j

e���j�
�

�ni � i� � ��!

�ni�i
��


��ni�i
��


i

e���i�

�
�Z

��

�

�!

�	

��	j
e�js

�

�!

�


��
i
e�isds

�

j���X
	��

ni�i�X

��

a
�j��		
j c

�i��
	
i ����	�


�
� �

�

��
�

�i  �j

�	�
��

�

For the last identity we used� beside the de�ning relations ����� for the functions �� �� the
elementary fact thatZ �

��

�	

��	
�


��

e�� ��sds �

Z �

��
s	�
e�� ��sds � ����	�
�� ��!

�
�

� �

�	�
��

�

��



Comparison with Proposition ������ where $��A�B�a� c� � �Cij�
N
i�j�� was determined explic�

itly� shows that hSTejj�� eii�i coincides with the i�j��th entry of Cij � Thus $
��
A�B�a�c� � ST �

and we have obtained a factorization through the Hilbert space L����� ��� Vice versa�

�TSf���� �

�
NX
i��

niX
i���

�Z
��

f�s�
�

�ni � i��!

�ni�i
�

��ni�i
�

i

e�is  ���i�ds � �

�i� � ��!
�i
���

��i
���
i

e�i�  ���i�

�

�Z
��

f�s�

�
NX
i��

�

�ni � ��!
niX
i���

�
ni � �
i� � �

�
�ni�i

�

��ni�i
�

i

e�is  ���i� �
i���

��i
���
i

e�i�  ���i�

�
ds

�

�Z
��

f�s�

�
NX
i��

�

�ni � ��!
�

�

��i
 

�

��i

�ni��

e�is  �i�  ���i�  ���i�

�
ds

� �Thf�����

This completes the proof�

Remark ������ Note that Proposition ����� and its proof also yields the following two
statements�

a
 If �j � �j for all j� then the kernel of the Fredholm integral operator Rh is even
given by

h�s� �� �
NX
j��

�nj��

��
nj��
j

exp
�
�j�s ��  ���j�

�
with ��z� � ��z�  ��z��

b
 Let us assume that �� � are already constructed as in Proposition ������ If we start
anew from the complex conjugate data� namely the eigenvalues �j� �j� j � �� � � � � N � and

the vectors a� c� then ����
 shows that we can choose the corresponding functions b�� b� such
that b��z� � ��z�� b��z� � ��z� for all z� In particular� we have bh � h for the respective
integral kernels�

Remark ������ As a byproduct� Proposition ����� establishes a nice relation to the methods
of P�oppe ����� ����� who used Fredholm integral operators for the construction of solutions
to soliton equations� For the sine�Gordon equation� ���� constructed multiple pole solutions�
Our result shows in particular how these �t in the general concept of negatons �see �		�
�

Proposition ������ Let the requirements of Proposition ����� be met with A � Mn�n�C �
in Jordan form� A � diagfAj j j � �� � � � � Ng with Jordan blocks Aj of dimension nj corre�
sponding to the eigenvalue �j � Then LL is related to the integral operator R on L����� ��
given by�

Rf
�
�s� �

Z �

��
f���K�s� ��d� with kernel K�s� �� �

Z �

�
k�s �� k��  �� d��

where

k��� �
NX
j��

�

�nj � ��!
�nj��

��
nj��
j

exp
�
�j� ���j�

�
�

and � � ���� x� t� is an appropriate C��function whose derivatives with respect to � at �j

satisfy the property ��		��j� � ��		��j� for � � �� � � � � nj � ��
In particular� R is self�adjoint and positive�

��



Proof Set bL�x� t� � exp
�
Ax  f��A�t

�
and C � $��

A�A

�
a � c

�
� Thus L � bLC� Since bL

commutes with A�

AL LA � bL�AC  CA� � bL�a� c� � a� �bLc��
which means that L � $��

A�A

�
a� �bLc��� Now we are in position to apply Proposition ������

which yields the factorization

LL � �ST��ST ��

where T � T �
LN

	�� C
n� � L����� �� are given by

Tejj� � f
�j�	
j � Tejj� � f

�j�	
j �

with f
�j�	
j �s� �

�

�j� � ��!
�j

���

��j
���
j

exp
�
�js ���j�

�
�

and S� S � L����� ���LN
	�� C

n� are given by

hSf� ejj�i �
Z �

��
f�s�g

�j�	
j �s�ds� hSf� ejj�i �

Z �

��
f�s�g

�j�	
j �s�ds�

with g
�j�	
j �s� �

�

�nj � j��!

�nj�j
�

��
nj�j�

j

exp
�
�js ���j�

�
�

The functions � � ���� x� t�� � � ���� x� t� were appropriately constructed� They can
be chosen such that its derivatives with respect to � at �j up to order nj � � satisfy
��		��j� � ��		��j�� ��		��j� � ��		��j� �for details see Proposition �������

Here ejj� � C n �
LN

	�� C
n� is the vector which is the j ��th standard basis vector e

�j�	
nj

on the component C nj and zero else�
As a consequence� LL is related to the operator R on L����� �� given by

R � �TS��TS��

where by Proposition ����� �see also Remark ������ shows that TS and TS are integral
operators with kernels that are complex conjugated� namely�

TSf
�
�s� �

Z �

��
f���k�s ��d��

�
TSf

�
�s� �

Z �

��
f���k�s ��d��

where k��� �
NX
j��

�

�nj � ��!
�nj��

��
nj��
j

exp
�
�j� ���j�

�
�

and � � � �� In particular� the derivatives of � with respect to � at �j up to order nj ��
again satisfy ��		��j� � ��		��j��
The composition of those two integral operators can be easily calculated to be again an

integral operator� namely

�Rf��s� �

Z �

��
f���K�s� ��d�

with kernel K�s� �� �

Z �

��
k�s ��k��  ��d��

��



Observe K�s� �� � K��� s�� Therefore� the usual argument
�
Rg� f

�
�
�
g� Rf

�
for all

f � g � L����� ��� together with the fact that R is a bounded operator� implies that R is
self�adjoint�

It remains to prove that R is positive� To this end� we calculate�
Rf� f

�
�

Z �

��

Z �

��
f���K�s� ��d� f�s�ds

�

Z �

��

�Z �

��
k�s ��f�s�ds

��Z �

��
k��  ��f���d�

�
d�

�

Z �

��

��� Z �

��
k�s  ��f�s�ds

���� � �

for all f � L����� ��� This completes the proof�

As an immediate consequence� we state that negatons are globally regular�

Proposition ������ The solutions given in Proposition ����� are de�ned and regular on
all of R��

Proof Without loss of generality A is in Jordan canonical form �see Lemma ������� To
prove regularity of the solutions in Proposition ����� it is su�cient� thanks to Lemma ������
to show det

�
I  LL

�
� �� Actually� we will even show

det
�
I  LL

� � �� �����

This is done exploiting the fact that LL is related to the integral operator R on L����� ��
in Proposition ������ Since R is positive� its eigenvalues are non�negative� By the princi�
ple of related operators� see Proposition B����� also LL has only non�negative eigenvalues�
Hence det�I  LL� � ��

We supply the relation for determinants used in the preceding proof�

Lemma ����
� For all S� T � Mn�n�C �� the following relation holds

det

�
I �S
T I

�
� det

�
I  ST

�
�

In comparison to the analogous statement on the operator�level in Proposition ������ no
assumption on S� T is needed here�

Proof In the �nite�dimensional situation� this proof simply relies on the following elemen�
tary manipulations of the determinant on the left�hand side� Multiply the blocks in the
second row by S and add them to the blocks in the �rst row� The result is

det

�
I �S
T I

�
� det

�
I  ST �

T I

�
�

and the assertion follows�


�	�	 Solitons and their characteristic properties

In this section� we construct N �solitons for the C �reduced AKNS system and report on
their characteristic property� They collide elastically without change of velocity and shape�
the only e	ect is the so�called phase�shift� In mathematical language this behaviour can be
understood in terms of their asymptotic behaviour�

��



Explicit formula for N	solitons

In the sequel we show that generating matrices A in diagonal form in Proposition ����� lead
to superpositions of solitons�

Assume A � diagf�i j i � �� � � � � Ng such that we have Re��i� � � and f���i� is �nite

i� Then the operators L� L� in Proposition ����� read

L�x� t� �

�
ajci

�i  �j
b	i�x� t��N

i�j��

�

L��x� t� �
�
ajci b	i�x� t��N

i�j��
�

where b	i�x� t� � exp ��ix f���i�t
�
�confer the arguments in the proof of Theorem �������

The explicit formula for the resulting N �solitons is the following�

Proposition ������ For complex numbers �j � j � �� � � � � N � which are pairwise di
erent�
satisfy Re��j� � � 
j� and are contained in the set where f� is holomorphic� a solution of
the C �reduced AKNS system ����
 is given by

q � � �

p

h NX
j��

	j  
N��X
���

NX
i����� �i���
i������i�

NX
j����� �j�����
j������j���

ep� i�� � � � � i�
j�� � � � � j���

� i
�����

where p � �  
NX
���

NX
i� ���� �i���
i������i�

NX
j����� �j���
j������j�

ep� i�� � � � � i�
j�� � � � � j�

�
and we have abbreviated

ep� i�� � � � � i�
j�� � � � � j�

�
�

�Y
	��

	i�

�Y

��

	j�

�Y
�����
���

��i� � �i� �
�

�Y
�����
���

��j� � �j� �
�
� �Y

	��

�Y

��

��i�  �j� �
�

with 	j�x� t� � 	
��	
j exp

�
�jx f���j�t

�
� and arbitrary constants 	

��	
j � C nf�g� j � �� � � � � N �

Moreover� then solution q is regular on all of R��

We assumed the �j to be pairwise di	erent in order to avoid cancellation phenomena�
In fact it can be shown that� if an eigenvalue appears with higher multiplicity� there is
nevertheless only one soliton with corresponding velocity�

Proof Proposition ����� follows from Proposition ����� in completely the same way as
Theorem ����� from Theorem ������ Since this amounts to setting �i� B � A and �ii�
b � �a� d � c in the proof of Theorem ����� �compare the proof of Proposition ������� the
resulting formulas simply can be carried over by replacing

a� m� n by N � b� fj � gj by �	j � 	j � and c� q by �q�
The reason for c� is the following� The sign in �ii� implies that there is no sign in front of
the lower right block in ������ As a consequence there is an additional sign in the evaluation
of the corresponding principal minor ����� if m � n ��
Regularity follows from Proposition ������

In particular� for N � � we recover the one�soliton

q�x� t� � �
�
�  	�x� t�	�x� t���� ���

���
	�x� t� ������

� �Re��� e�i Im
�
"�x� t�

�
cosh��

�
Re
�
"�x� t�

��
�

where "�x� t� � �x f����t � and exp��� � 	��	��� ���

��



Asymptotic behaviour

First of all we have to de�ne when two functions coincide asymptotically�

De�nition ������� Two functions u � u�x� t�� v � v�x� t� are of the same asymptotic
behaviour for t� � �t� ��
� if for every � � � there is a t� such that for t � t� �t � t�

we have ju�x� t�� v�x� t�j � � uniformly in x�

In this case� we write u�x� t� � v�x� t� for t � � �t � ��
�

The following result describes the characteristic behaviour of N �solitons� It is well�known
for particular equations of the C �reduced AKNS system �see for example 
��� for the sine�
Gordon and the Nonlinear Schr�odinger equation�� We will not give a proof here because
the result is a special case of Theorem ������

Theorem ������� Let �j � C � j � �� � � � � N � are as assumed in Proposition ������ and

choose 	
��	
j � C nf�g� j � �� � � � � N � arbitrarily� Moreover� assume that the vj de�ned by

vj � �Re�f���j���Re��j� ������

are pairwise di
erent�
To these data we associate the single solitons

q�j �x� t� � �Re��j� e�i Im
�
"�j �x� t�

�
cosh��

�
Re
�
"�j �x� t�

��
������

with "�j �x� t� � �jx f���j�t �j  ��j �

where the quantities �j are given by exp��j� � 	
��	
j ���j �j� and �

�
j by the explicit formula

�modulo �
iZ


exp
�
��j
�
�

Y
k�
�j

�
�k � �j
�k  �j

��
������

with the index sets &�j � fk � �� � � � � N j vj 
�vkg�
Then the asymptotic behaviour of the solution in Proposition ����� is described by

q�x� t� �
NX
j��

q�j �x� t� for t � ��� ������

The vj are the velocities of the solitons q
�
j � Observe that the assumption that the vj are

pairwise di	erent implies the same for the �j � The quantities �
�
j � which indicate a position

shift in the asymptotic forms� are called phase�shifts�

Geometrically� the above result can be visualized as follows�

For large negative times� all solitons are well separated� each travelling with
constant velocity� As time goes by� faster solitons will overtake slower ones�
The resulting collisions do not change shape and velocity of the solitons� the
only e�ect being a phase�shift� For large positive times the picture is the same
as in the beginning except for the fact that the solitons travel in reversed order�

Note that the assumption Re��j� � � assures regularity of the solitons� The assumption
that the vj are pairwise di	erent means that the solitons move with di	erent velocities�
Groups of solitons moving with identical velocity exist and are called formations of solitons
in 
���� It is tempting to exclude them in general asymptotic results because formations

��



cannot be separated in asymptotic terms� But they can be treated as a whole� giving rise
to more and more complicated �atomic� building blocks� We will not formalize this� but we
emphasize that formations� at least in examples of lower complexity� can be understood in
asymptotic terms by our methods� As an example we give in Theorem ����� a complete
result� including breathers� for the R�reduced AKNS system�

An immediate consequence is the following conservation law�

Corollary ������� The sum of all phase�shifts vanishes�
NP
j��
���

j � ��j � � � �mod �
i
�

��� The R�reduced AKNS system and reality questions

For the R�reduced AKNS system we get more accessible solution formulas� where the struc�
ture of the determinant� always the main di�culty in applications� becomes considerably
simpler� Then we discuss reality conditions�
Regarding the R�reduced AKNS as a further reduction of the C �reduced AKNS system

is just an alternative approach to our topic� which enables us to carry over certain structural
properties proved in the previous section�

The R�reduced case presents a distinguished kind of formations of solitons� the so�called
breathers� In preparation of the full negaton case we will focus on a solution class which
combines solitons and breathers�


�
�� The improved solution formula and reality conditions

For the R�reduced AKNS system we obtained in Theorem ����� a solution formula which
looks more tractible than the form for the C �reduced AKNS system� In the sequel we will
look for appropriate conditions su�cient for the reality of the solutions� In the applications�
this will amount to choosing the eigenvalues of the generating matrix A as a symmetric set
with respect to the real axis�

The following proposition is a reformulation of Theorem ����� b� for matrices�

Proposition ������ Let A � Mn�n�C � satisfy spec�A� � fz � C j Re�z� � � and f��z�
is �niteg� and let a� c � C n be non�zero� De�ne the operator�function

L�x� t� � exp
�
Ax f��A�t

�
$��A�A�a� c��

Then a solution of the R�reduced AKNS system ����
 is given by

q � i
�

�x
log

det
�
I  iL

�
det

�
I � iL� � ������

on strips R� �t�� t�� where both determinants do not vanish�

For the R�reduced AKNS system we are mainly interested in real�valued solutions� This
can be achieved by imposing a certain relation between the data A� a� c and their complex
conjugates� Recall that a rational function f� is called real if f��x� � R for all x � Rwhere
f� is �nite�

Proposition ������ Let the requirement of Proposition ����� be met and f� be real� As�
sume� in addition� that there is an invertible matrix ' � Mn�n�C � such that

A � 'A'��� '�a � a� '��c � c� ������

Then the solution q in Proposition ����� is real�valued on the strips R� �t�� t�� where it is
de�ned�

��



Proof By Lemma ������ reality of f� shows that f� � �f��g for two relatively prime poly�
nomials �f � �g with real coe�cients� Since spec�A�� fz � C j �g�z� � �g � �� the holomorphic
function calculus yields � �f��g��A� �

�
�g�A�

��� �f�A� �see 
����� For the polynomial �g �and
also for �f� we have �g�A� � �g�A�� and therefore f��A� � f��A��

As a consequence� f��A� � 'f��A�'
��� and the de�nition of the exponential functionbL�x� t� � exp �Ax f��A�t

�
as a power series yieldsbL�x� t� � exp

�
Ax  f��A�t

�
� exp

�
Ax f��A�t

�
� 'exp

�
Ax f��A�t

�
'�� � 'bL�x� t�'���

Secondly� from the unique solvability of the equation AX  XA � a � c with solution
C �� $��A�A�a� c� and ������ we infer from

a� c � a� c � AC  CA � '
�
A�'��C'�  �'��C'�A

�
'��

that '��C' � $��A�A
�
'���a�c�'� � $��A�A��'�a���'��c�� � $��A�A�a�c�� In other words�

C � 'C'��� This yields the following identity

det
�
I � iL� � det

�
I � ibLC� � det

�
I  ibLC� � det

�
I  i '�bLC�'���

� det
�
I  ibLC� � det

�
I  iL

�
�

To conclude�

q � �i �
�x

log

�
det

�
I  iL

�
det

�
I � iL�

�
� �i �

�x
log

det
�
I � iL�

det
�
I  iL

� � i �
�x

log
det

�
I  iL

�
det

�
I � iL� � q�

and q is real�

Remark ������ The above proof shows also that� under the assumption of Proposition
������ the solution q in Proposition ����� can be rewritten as

q�x� t� � �i �
�x
log

p�x� t�

p�x� t�
with p�x� t� � det

�
I  iL�x� t�

�
�

Lemma ������ Let f be a rational function with f�x� � R for all x � R where f is �nite�
Then f is the ratio of two relatively prime polynomials with real coe�cients�

Proof Consider the unique reduced factorization

f�z� � c

Qm
j���z � aj�Qn
k���z � bk�

� ������

Then� for all x � R where f is �nite�

c

mY
j��

�x� aj�
nY

k��

�x� bk� � c

Qm
j���x� aj�

Qn
k�� jx� bkj�Qn

k���x� bk�
� R ������

The polynomial g�z� � c
Qm

j���z�aj�
Qn

k���z�bk� coincides with ������ for z � R� Expand
gjR in its Taylor series�

g�x� �
n�mX
j��

cjx
j � cj � R�

This implies g�z� �
Pn�m

j�� cjz
j and thus g � R
x�� As a consequence� the zeros of g are

either real or come in complex conjugated pairs� Since ������ is reduced� no bk can be
conjugated to some aj � Therefore�

Qm
j���z � aj��

Qn
k���z � bk� � R
z� and c � R�

��




�
�� An alternative deduction of solutions from the C �reduced AKNS
by symmetry constraints

Subsequently we derive the solution formula for the R�reduced AKNS system in the fol�
lowing manner� We start from the solution formula for the C �reduced AKNS system in
Proposition ����� and impose the condition ������ on the involved data� The main ad�
vantage of this link between R�reduction and C �reduction of the AKNS system is that it
becomes possible to derive some properties of the R�reduction� for example regularity� as
immediate corollaries�

Proposition ������ Let A � Mn�n�C � satisfy spec�A� � fz � C j Re�z� � � and f��z�
is �niteg� and let a� c � Cnnf�g� Assume that f� is real� and that there is an invertible
matrix ' � Mn�n�C � such that �����
 holds�

Then any solution in Proposition ����� belongs to the solutions constructed in Proposi�
tion ������

Proof First observe that� for f� real� the conditions f��z� � �f���z� and f��z� � �f���z�
for the C �reduced and the R�reduced AKNS systems� respectively� are equivalent�

Consequently� bL�x� t� � 'bL�x� t�'�� for bL�x� t� � exp �Ax f��A�t
�
� becausebL�x� t� � exp

�
Ax  f��A�t

�
� exp

�
Ax� f���A�t

�
� 'exp

�
Ax� f���A�t

�
'�� � 'bL�x� t�'���

Next� set C � $��A�A�a�c�� and observe the identities $��A�A�a�c� � C'��� $��
A�A
�a�c� � 'C�

which follow from

a� c �
�
�'����a

�� c � �a� c�'�� � �AC  CA�'�� � A�C'���  �C'���A�

a� c � a� �'c� � '�a� c� � '�AC  CA� � A�'C�  �'C�A�

and a� c � '�a� c�'���
Thus we getbL$��

A�A
�a� c� � �bLC�'��� bL$��

A�A
�a� c� � '�bLC�� bL�a� c� � '

�bL�a� c�
�
'���

As a consequence� the solution q in Proposition ����� reads

q � �� P�p� where

P � det
�
I  

�
� ��bLC�'��

'�bLC� '�bL�a� c��'��

��
�

p � det
�
I  

�
� ��bLC�'��

'�bLC� �

��
�

The following manipulation shows that the matrix ' cancels in the above expressions�

P � det
�
I  

�
I �
� '

��
� �bLCbLC bL�a� c�

��
I �
� '��

��
� det

�
I  

�
� �bLCbLC bL�a� c�

��
�

Hence the coincidence of the solution formula for q in Proposition ����� with ������ can be
veri�ed by the subsequent arguments�

q � ��
det

�
I  

�
� �bLCbLC bL�a� c�

��
det

�
I  

�
� �bLCbLC �

��
��



� �� det
�
I  

�
I  

�
� �bLCbLC �

�����
� �

� bL�a� c�

��
� �tr

��
I  

�
� �bLCbLC �

���� �
� �

� bL�a� c�

��
�

because det�I  b� d� � �  hd� bi� � tr�b� d� for one�dimensional matrices b� d� Now
we invert explicitly�

I  

�
� �bLCbLC �

����
�

� �
I  �bLC����� �

�
�
I  �bLC�����

��
I bLC

�bLC I

�

and multiply the appearing matrices with each other� For the trace� this yields

q � �tr
��
I  �bLC�����bL�a� c�

�
� �tr

��
I  �bLC�����bL�AC  CA�

�
� �� tr

��
I  �bLC�����A�bLC�� ������

� �tr
�h
�I  iL���  �I � iL���

i
Lx

�
� i tr

�
�I  iL����iL�x

�
� i tr

�
�I � iL�����iL�x

�
� i

�

�x
log

det�I  iL�

det�I � iL� �

where we used the trace property in ������� L � bLC� and the derivation rule for determi�
nants �see Proposition B������ for the last equality�

Exploiting the link between C � and R�reduction in Proposition ������ the following
statements are immediate corollaries of Lemma ������ Poposition ������

Lemma ������ Let A � Mn�n�C � be as in Proposition ����� and U a matrix transforming
A into Jordan form JA� namely A � U��JAU � Suppose that the assumptions of Proposition
����� are met�

Then the solution is not altered upon replacing simultaneously A by JA and the vectors
a� c by �U����a� Uc�

Proposition ������ The solutions in Proposition ����� are regular on all of R��

Remark ����
� By Lemma ������ we can always assume that A is in Jordan form� For a
Jordan block Aj and a vector v � C n � we call the entries of v appearing in the same lines
as Aj the part of v corresponding to Aj � There is a natural choice to ful�ll �����
�

�� For the real eigenvalues the parts of a� c corresponding to the associated Jordan blocks
have real entries�

�� Nonreal eigenvalues always appear in complex conjugate pairs �j � �� � �j � There
are unique associated Jordan blocks Aj � A� of equal size� and the entries of a� c
corresponing to Aj � A� are complex conjugate� respectively�


�
�	 Solitons� bound states of solitons� and their particle behaviour

Remarkably simpler soliton formulas can be obtained for the R�reduced AKNS system� For
the sine�Gordon equation� a comparable result was already obtained in 
����

��



Proposition ������ For pairwise di
erent complex numbers �j� j � �� � � �N � stisfying
Re��j� � � and contained in the domain where f� is holomorphic� a solution of the R�
reduced AKNS system ����
 is given by

q � �i �
�x
log

p

p
�

where p � �  
NX
���

i�
NX

j����� �j���
j������j�

�Y
	��

	j�

�Y
�����
���

�
�j� � �j�
�j�  �j�

��
������

with 	j�x� t� � 	
��	
j exp

�
�jx f���j�t

�
and arbitrary constants 	

��	
j � Cnf�g� j � �� � � � � N �

Assume that for each j� �j and 	
��	
j are either real or there is a unique index � with

�� � �j and 	
��	
� � 	

��	
j � Then q is real�valued and regular on all of R��

Proof Let us de�ne the generating matrix A � MN�N�C � in the solution formula of
Proposition ����� as A � diag

�
�j
�� j � �� � � � � N �

� Since Re��j� � � 
j by assumption�
we in particular we have � �� spec�A�  spec�A��
Thus we are in position to apply Proposition ����� and Remark ����� and obtain a

solution q of the C �reduced AKNS system by

q � �i �
�x
log

p

p
� where p� � det

�
I  ibL$��A�A�a� c�

�
�

where bL�x� t� � exp �Ax  f��A�t
�
�

One directly veri�es

�i� bL � diag � b	j �� j � �� � � � � N �
with b	j�x� t� � �

�jx f���j�t
�
�

�ii� $��A�A�a� c� �

�
aj�cj

�j  �j�

�N

j�j���

�

Inserting this data into the solution formula� and using the expansion rule for determinants
�confer Lemma ������� we derive

p � det

�
�jj� i

aj�cj
�j  �j�

b	j �N

j�j���

� �  
NX
���

i�
NX

j����� �j���
j������j�

det

�
aj� cj�

�j�  �j�
b	j���

	�
��

� �  
NX
���

i�
NX

j����� �j���
j������j�

�Y
	��

aj�cj�
b	j� det

�
�

�j�  �j�

��

	�
��

� �  
NX
���

i�
NX

j����� �j���
j������j�

�Y
	��

aj�cj�
��j�

b	j� �Y
�����
���

�
�j� � �j�
�j�  �j�

��
�

where the last equality relies on Lemma ������ Reality of the solutions follows from Propo�
sition ������ regularity from Proposition ������

��



In particular� for N � � and � � ��� 	
��	 � 	

��	
� real� we get

q�x� t� � �i �

�x
log

p�x� t�

p�x� t�
� where p�x� t� � �  i 	�x� t��

� ��� cosh�� �"�x� t��
with the real�valued function "�x� t� � �x  f����t  � and 	��	 � � exp��� with � � R�
� � ��� This solution is called soliton for sgn���� � � and antisoliton for sgn���� � ��

The next interesting special case is N � �� and � � �� � ��� 	
��	 � 	

��	
� � 	

��	
� � In this

case we obtain the so�called breather� or pulsating soliton�

q�x� t� � �i �
�x
log

p�x� t�

p�x� t�
�

where

p�x� t� � �  i
�
	�x� t�  	�x� t�

�� �� � �

�  �

��

	�x� t�	�x� t�

� �  i���
�
exp

�
"�x� t�

�
 exp

�
"�x� t�

��
 exp

�
"�x� t�  "�x� t�

�
for "�x� t� � �x f����t � log � with � �

��Im����Re������ and exp��� � 	��	�
Then

q�x� t� � �i �

�x
log

�� if�x� t�
�  if�x� t�

� ����  f�x� t��
��� �

�x
f�x� t��

where f�x� t� � ��� cos
�
Im
�
"�x� t�

��
cosh��

�
Re
�
"�x� t�

��
�

This solution represents a bound state of two solitons� see 
����

The solutions in Proposition ����� allow a similar asymptotic analysis as those in Propo�
sition ������ Qualitatively the result is the following�

Any solution given in Proposition ����� asymptotically �for t large in modulus	
behaves as a sum of n� solitons and n� breathers� where n� � jfj j Im��j� � �gj�
n� � jfj j Im��j� � �gj�

The interesting point is that breathers� which should be viewed as formations of two solitons
moving with identical speeds� can be treated as atomic building blocks� We will not give
the precise formulas here� They can be extracted from Theorem ����� upon setting nj � ��

��



Chapter �

Asymptotic analysis of negatons

Negatons are solutions where solitons and antisolitons appear in weakly bounded states� In
terms of the inverse scattering method these correspond to multiple poles of the re�ection
coe�cient� In the literature these solutions �often called multiple pole solutions� were
discovered in the eighties and discussed in several papers �
��� 
���� 
���� 
���� 
���� 
���� 
����

����� The interest in a complete asymptotic description was aroused by Matveev �
���� 
����
see also 
��� and references therein�� who treated the related class of positons to a certain
extent and formulated expectations for the general case� In this spirit particular cases of
negatons were examined in 
���� In 
���� 
���� 
���� the author gave a complete and rigorous
description of the negatons of the Korteweg�de Vries equation� the sine�Gordon equation�
and the Toda lattice� the sine�Gordon equation being particularly interesting because its
negatons are smooth�

In the present chapter we give a reasonable complete analysis of the negatons of the
C �reduced AKNS system� In our formalism� negatons are obtained by inserting admissible
square matrices into the soution formulas of Proposition ������ The essence of the main
result in Theorem ����� is that for an admissible matrix the dynamical properties of the
ensuing solution can be read o	 from the Jordan normal form� To every Jordan block there
corresponds a single negaton� which is a group of weakly bound solitons� their number
equals the size of the block� Negatons are weakly localized meaning that they shrink and
extend� but with sublinear velocity� The striking feature is now that negatons as a whole
interact with a phase�shift� in the same way as solitons� In particular we obtain Theorem
������ if all blocks are of size �� ��
It is also possible to analyse the interior structure of a single negaton� Its member

solitons travel on logarithmic trajectories in spacetime organized around a geometric center
moving itself with constant velocity� There are internal collisions which do not e	ect the
path of the geometric center� Moreover internal and external collisions are coherent in so far
as the collision of two negatons can also be understood as the sum of all pairwise collisions
of respective member solitons� We stress that an isolated member soliton �if the block is
larger than �� �� cannot be traced back to a solution of the equation �like the members of
an N �soliton��

The preceding qualitative description can be rigourosly reformulated in terms of asymp�
totic analysis� Actually the proof follows roughly the order of our explanations� Whereas we
show asymptotic coincidence only for very negative#positive times� the computer graphics
in Section ��� actually show that the convergence is very fast�
As expected the asymptotics of negatons simpli�es in the R�reduced case� This allows

us to go one step further and include also negatons of breathers� Breathers are the most
important example of so�called formations� i�e�� groups of solitons moving with identical
speed� The purpose of Section ��� is to show that� at least in cases of reasonable complexity�
formations are accessible by our methods�

��



It is illustrative to explain the di	erence of our results to the work of Schuur 
���� He
considered those solutions of the reduced AKNS systems which can be obtained from rapidly
decreasing potentials by the inverse scattering method� and shows that� asymptotically� only
the contribution corresponding to the discrete part of the spectrum survives� Note that�
for the reduced AKNS systems� negatons belong to this re�ectionless part� But he does not
determine the asymptotics of solutions with discrete spectrum�

	�� Negatons of the C �reduction

����� Statement of the main result

In Section ����� we have introduced the notion of negatons� For the C �reduced AKNS�
system� an N �negaton is a solution as given in Proposition ����� with the generating matrix
A chosen according to the following assumption�

Assumption ������ Let A � Mn�n�C � be given in Jordan form with N Jordan blocks Aj

of dimension nj and with eigenvalues �j � i�e��

A �

	BB

A� � � � � �
� A� � � � �
� � � � � � � � � � � � � � � � �
� � � � � AN

�CCA � Aj �

	
 �j � �� �� �� �
� �j

�A � Mnj �nj�C ��

Assume spec�A� � fz � C jRe�z� � � and f��z� �niteg�
It is useful to adapt our notation to the given Jordan structure of A� For a vector

v � C n � its decompositions according to the Jordan structure of A reads
v � �vj�

N
j�� with vj � �v

�		
j �

nj
	�� � C nj �

and� analogously� for a matrix T � Mn�n�C �� we write

T � �Tij�
N
ij�� with Tij � �t

�
		
ij � ������� �ni

������� �nj

� Mni�nj�C ��

Now we are in position to state the main result of this chapter�

Theorem ������ Let Assumption ����� be ful�lled� Assume that a� c � C n �when decom�

posed according to the Jordan form of A
 satisfy a
��	
j c

�nj	
j �� � for j � �� � � � � N � De�ne

vj � �Re � f���j� � �Re��j�� �����

Assume� in addition�
�i
 vj are pairwise di
erent�
�ii
 vj  f ����j� �� � 
j�

To these data we associate for j � � �� � � � � nj � �� the single solitons

q�jj��x� t� � ����j��� Re��j�e�i Im
�
"�jj��x� t�

�
cosh��

�
Re
�
"�jj��x� t�

��
�����

with "�jj��x� t� � �jx f���j�t � J � log jtj  �j  ��j  ��jj� �

where we have set J � � ��nj � ��  �j��
Modulo �
iZ� the quantities �j are determined by exp��j� � a

��	
j c

�nj	
j

�
��j  �j�

nj and

��j � �
�
jj� by the explicit formulas

exp���j � �
Y
k�
�j

�
�j � �k
�j  �k

��nk
� �����

��



exp
� � ��jj�

�
�

j�!

�j� � J ��!
d�J

�

j � �����

with the index sets &�j � fk j vk �
vjg� and dj � ��j  �j�
�
vj  f ����j�

�
�

Then the asymptotic behaviour of the solution in Proposition ����� is described by

q�x� t� �
NX
j��

nj��X
j���

q�jj��x� t� for t � �� �����

Hence� the solitons q�jj� �or more precisely their maxima� travel asymptotically along the
logarithmic curvesn

�x� t� � R�
��� Re�"�jj��x� t�� � �o

�
n
�x� t� � R�

��� Re��j��x� vjt

 � J � log jtj  Re � �j  ��j  ��jj�

�
� �

o
�

and the term

Im
�
"�jj��x� t�

�
� Im

�
�jx f���j�t �j  ��j  ��jj�

�
encodes the oscillation of the soliton� In particular� vj is the velocity of q

�
jj� up to a

logarithmic error� and �j � the initial phase� determines the position of q
�
jj� at a prescribed

time� It should be stressed that �j is a parameter of the solution� but not a shift�
Furthermore� the quantities ��j � �

�
jj� indicate position shifts in the asymptotic form�

The former are due to external collisions of negatons with di	erent velocities� Note that
the index sets &�

j �resp� &
�
j � stand for those negatons which move slower �respectively

faster� than the j�th negaton� The latter come from internal collisions between the solitons
belonging to the same negaton�

Both� ��j and �
�
jj� � are called �external and internal� resp�� phase�shifts�

Qualitatively� our main result can be visualized as follows�

Interpretation a	 First consider a single eigenvalue � of multiplicity n� Then the solution
is a wave packet consisting of n solitons� We call such a solution a �single	 negaton of order
n� The main observation is that the geometric center of the wave packet propagates with
constant velocity v � �Re�f������Re���� but its members drift away from each other at
most logarithmically�

Hence� for large negative times we can imagine each soliton to be located on one side
of the center� approaching the center logarithmically� At some moment it changes sides�
and for large positive times it is located on the other side of the center� moving away from
the center again logarithmically� Hence the solitons appear in reversed order for ��� Fi�
nally we stress that the path of the geometric center is not a�ected by the internal collisions�

b	 In the general case ofN eigenvalues ��� � � � � �N of algebraic multiplicities n�� � � � � nN �
the solution is a superposition of N wave packets as in a	� Their behaviour under collision
is a natural generalization of what is known forN �solitons� In particular� every wave packet
as a whole su�ers a phase�shift�

Note that not only the curves on which the solitons move but also their oscillations
experience phase�shifts� However� the logarithmic deviation only has an e�ect on the path
of the solitons�

Now we can justify the assumptions� First note that Assumption ����� guarantees regularity
of the N �negaton as shown in Section ������ Assumption �i� means that the N single
negatons all move with di	erent velocities and thus can be distinguished by the asymptotic

��



analysis �confer Section ������� in particular� it also shows that the �j are pairwise di	erent�
which avoid cancellation phenomena� Finally� �ii� is supposed to avoid degenerations�

The following conservation law for the total complex phase�shifts holds modulo �
iZ�
Of course there is no amibiguity for its real part responsible for translation in space�

Corollary ������ The sum of all phase�shifts vanishes�

NX
j��

nj��X
j���

� �
��
j  ��

jj�


� ���j  ��jj�

 �
� � �mod �
i��

At �rst glance the assumption on the vectors a� c �namely a
��	
j c

�nj	
j �� � 
j� looks

arti�cial� However� the following lemma shows that it can indeed be supposed without
loosing anything�

Lemma ������ Let Assumption ����� be met for A � Mn�n�C �� and choose a� c � Cn with

a � c �� �� If c
�nk	
k � �� then the solution given in Proposition ����� is not altered if we

replace simultaneously A by eA� and a� c by ea� ec� where
�i
 eA is the matrix obtained from A by reducing the block Ak in dimension by one� i�e��

by omitting its last row and column�

�ii
 ea� ec are the vectors obtained from a� c by deleting the entries a
�nk	
k � c

�nk	
k �

The case a
��	
k � � is analogous� Then we have to delete the entries a

��	
k � c

��	
k �

Proof By Proposition ������ the solution q is given by q � �� P�p with

P � det
�
I  

�
� �L
L L�

��
� p � det

�
I  

�
� �L
L �

��
� �����

where L � bL$��
A�A
�a � c�� L� � bL�a � c�� and bL � bL�x� t� � exp �Ax  f��A�t

�
� From the

fact that bL commutes with A� we deduce
L � $��

A�A
�a� d�� L� � a� d� for d � d�x� t� � bL�x� t�c�

Obviously� bL � diagfbLj jj � �� � � � � Ngwith bLj�x� t� � exp �Ajx f��Aj�t
�
� Thus d � �dj�j �

where dj�x� t� � bLj�x� t�cj� Since c�nk	k � � and bLk is an upper triangular matrix� d�nk	k � ��
Moreover�bLkck � � eLkeck� � ��� where eLk�x� t� � exp � eAkx f�� eAk�t

�
�

and eAk the Jordanblock with respect to the eigenvalue �k but of dimension nk � ��
The very de�nition of one�dimensional matrices implies that a� d �

�
aj � di

�n
i�j��

has
a zero�row� namely the nk�th row of all blocks aj � dk� j � �� � � � � N � Moreover� the same
holds true for $��

A�A
�a�d�� $��

A�A
�a�d� by Proposition ������ Therefore the assertion follows

from expanding the determinants in ������

����� Proof of Theorem �����

The proof is divided into two parts� The �rst step contains some necessary technical
reductions and the second step is devoted to the asymptotic analysis� It will rely on the
evaluation of complicated determinants which is postponed to Chapter ��

��



Part �� Technical reductions

First we reduce the �n a priori independent parameters a
�j�	
j and c

�j�	
j � j� � �� � � � � nj �

j � �� � � � � N �n �
PN

j�� nj�� by half�

Proposition ������ The formula of the solution given in Proposition ����� can be refor�
mulated as follows� q�x� t� � �� P �x� t��p�x� t� with

p�x� t� � det
�
I  

�
M �
� M

��
� �T
T � �

��
�

P �x� t� � det
�
I  

�
M �
� M

��
� �T
T � f � f

��
�

where
�i
 T �

�
Tij
�N
i�j��

with

Tij �

�
����
�	

�
�  �� �
� � �

��
�

�i  �j

�
�	��
�

������� �ni
������� �nj

�

�ii
 f � C n denotes the vector f � �e
��	
n� � � � � � e

��	
nN � consisting of the �rst standard basis

vectors e
��	
nj � C nj for j � �� � � � � N � and

�iii
 M � diag
�
Mj j j � �� � � � � N

�
with

Mj �

	B
 m
��	
j m

�nj	
j���

m
�nj	
j �

�CA � Mnj�nj �C �� �����

the entries given by

m
�		
j � m

�		
j �x� t� �

nj��	��	X
���

b
�	����	
j

�

�
� ��!
����

�����j

exp
�
�jx f���j�t

�
�����

with constants b
�		
j �

nj��	��	X
���

a
��	
j c

�	����	
j for � � �� � � � � nj�

Proof By Proposition ����� the solution q is given by q � �� P�p with

P � det
�
I  

�
� �L
L L�

��
� p � det

�
I  

�
� �L
L �

��
�

where L � bL$��
A�A
�a� c�� L� � bL�a� c�� and bL � bL�x� t� � exp �Ax f��A�t

�
� Our aim is

to show that they can be rewritten as stated in the assertion� We focus on P � which is the
more involved case� The arguments for p are similar but easier�

Observe bL � diag�bLj j j � �� � � � � N�� where bLj � bLj�x� t� � exp �Ajx f��Aj�t
�
� Set

	j�x� t� � exp
�
�jx f���j�t

�
� For the Jordan block Aj � it is straightforward to calculate

bLj �
	B
 	

��	
j 	

�nj	
j� � �

� 	
��	
j

�CA with 	
�		
j �

�

��� ��!
�	��

��	��j

	j for � � �� � � � � nj� �����

���



Next� by Proposition ������

$��
A�A
�a� c� � "cT"a and $��

A�A
�a� c� � "cT

�"a

�Note T � �� T !� for "c � diagf"l�cj� j j � �� � � � � Ng and "a � diagf"r�aj� j j � �� � � � � Ng
with the diagonal consisting of upper left and upper right band matrices

"l�cj� �

	B
 c
��	
j c

�nj	
j���

c
�nj	
j �

�CA and "r�aj� �

	B
 a
��	
j a

�nj	
j� � �

� a
��	
j

�CA �

which are de�ned in terms of the constant vectors cj � �c
�		
j �

nj
	��� aj � �a

�		
j �

nj
	�� � Cnj �

Moreover� we check a� c � "c�f � f�"a�
Therefore�

P � det
�
I  

� bL �

� bL
��

� �"cT"a
"cT

�"a "c�f � f�"a

��
� det

�
I  

� bL"c �

� bL"c
��

� �T
T � f � f

��
"a �

� "a

��
� det

�
I  

�
"abL"c �

� "abL"c
��

� �T
T � f � f

��
�

Obviously� M � "abL"c again is a diagonal matrix with the blocks Mj � "r�aj�bLj"l�cj��
j � �� � � � � N � on the diagonal� As for those blocks� we use the fact that upper right band
matrices commute to see

Mj � "r�aj�bLj"l�cj� � bLj�"r�aj�"l�cj���
It is straightforward to verify

"r�aj�"l�cj� � "l�bj� �

	B
 b
��	
j b

�nj	
j���

b
�nj	
j �

�CA �

and then it follows easily that Mj is of the form ����� with entries given by ������

Part �� Asymptotic estimates

Again we proceed in two steps� In the �rst step we show� that theN �negaton asymptotically
is a superposition of N single negatons� Then� in the second step� we investigate how a
single negaton behaves�
We only consider t� ��� since the case t�  � is completely symmetric�

In particular we can always assume t � ��

Step �� To distinguish the single negatons� we associate the velocity vj� given by ����� to
the j��th negaton �i�e�� the negaton corresponding to the Jordan block Aj���
Then the index set &�j� � fj j vj � vj�g corresponds to the negatons which move faster

and will hence overtake the j��th negaton� &
�
j�
� fj jvj � vj�g to the slower negatons� which

will be overtaken by the j��th negaton�

���



Proposition ������ q�x� t� �
NP

j���
q�j�	�x� t� for t � ���

where q�j�	 � �� P �j�	�p�j�	 with

P �j�	 � det
�� I�j�	 �

� I�j�	

�
 

�
M �j�	 �

� M
�j�	

��
� �T �j�	

�T �j�	�� f �j�	 � f �j�	

��
p�j�	 � det

�� I�j�	 �

� I�j�	

�
 

�
M �j�	 �

� M
�j�	

��
� �T �j�	

�T �j�	�� �

��
�

and the entries are de�ned by

T �j�	 �
�
Tij

�
i�j�
�j�

�fj�g
� f �j�	 �

�
e��	nj

�
j�
�j�

�fj�g
�

I�j�	 � diag
�
I
�j�	
j j j � &�j� 	 fj�g

�
with the blocks I

�j�	
j �

�
Inj� � j � j��

�� j � &�j� �

M �j�	 � diag
�
M

�j�	
j j j � &�j� 	 fj�g

�
with the blocks M

�j�	
j �

�
Mj� � j � j��
Inj� � j � &�j� �

Note that all the matrices appearing in the above formula belong to Mn�j�	�n�j�	�C � for

n�j�	 �
P

j�
�j�
�fj�g

nj�

For the proof we need the following elementary perturbation lemma� If S is a matrix�
we denote by jSj the maximum of the moduli of its entries�

Lemma ������ Let �� �� � � and t� � �� Furthermore� let S�t�� S��t� � Mm�m�C �
be de�ned for t � t� and satisfy jS��t�j � exp����t�� jS�t� � S��t�j � exp��t�� Then
there is a constant � � �� only depending on m� such that j det �S�t�� � det �S��t��j �
� exp

�
�� �m ���t

�
for all t � t��

Proof Set bS � S � S�� With S� �
�
s��ij

�m
i�j��

� bS � �bsij�mi�j��� the very de�nition of the
determinant yields

det�S� � det
�bS  S�

�
�

X
��Perm�m	

sgn�
�
mY
j��

�bsj��j	  s��j��j	��

where Perm�m� is the set of all permutations of f�� � � � � mg� Multiplying out� and collecting
all terms belonging only to S�� we get

det�S�� det�S�� �
X

��Perm�m	

mX
	��

X
i������i�

� sgn�
� 	Y
���

bsi���i�	 Y
j 	�fi����� �i�g

s��j��j	

!" �
������

By assumption���� 	Y
���

bsi���i�	 Y
j 	�i� ���� �i�

s��j��j	

��� � exp
�
��� � �m� �����t

�
� exp

�
�� �m ���t

�
�

the latter because t � �� Inserting this into ������� we see that for � � ��m� � ��m � ��m!
we have

j det�S�� det�S��j � � exp
�
�� �m ���t

�
�

for all t � t��

���



Proof �of Proposition ������ Fix j��

Let x � Ij��t� �
�
�vj�  �j��t� �vj� � �j��t

�
�

This interval has the center vj� t� and its
diameter grows linearly with t� Further�
more� Cj� �

S
t
� Ij��t� is a cone with ver�

tex in the origin�
We choose �j� � minj 	�j� jvj�vj� j in order
not to cross the path of another negaton�

�

t

�x
�������������

�
�

�
�
�
�
�
�

������������
x � vj� t

Ij��t�Cj�

We subdivide our task in three steps�

Step a
 First we show that� in the asymptotic sense� the only contribution to the N �
negaton q in Cj� is due to the j��th negaton q�j�	�

Step b
 Next we show that outside Cj� the j��th negaton q�j�	 asymptotically vanishes�

Setp c
 Finally we show that the N �negaton q vanishes asymptotically outside
SN
j���

Cj� �
In fact� any other cone with parallel edges could be used likewise �modulo obvious modi��
cations in the estimates�� The reason is that the width of Ij��t� grows linearly in t whereas
that of the negaton grows only logarithmically� Hence Ij��t� will contain an arbitrarily
large portion of the negaton� if t is large enough�

Note that Ij��t� is a proper interval since we have assumed t � ��

Step a
 Let us start with some elementary considerations� where we aim at estimates for
the entries of Mj which hold uniformly for x � Ij��t��

For j � &�
j�
� �j�j �� �vj� � vj� � �j� is positive by the choice of �j� � and we have

x � vjt � �j�jt for all x � Ij��t�� Recall that� by assumption� Re��j� � � 
j� Thus� from
������ ������ we immediately get�

��j� � �� tj� � � � jMj j � exp��j�t� 
 t � tj� � x � Ij��t��

An analogous estimate can be derived for M��
j if j � &�j� � To this end note that M��

j is of
the same structure as derived for Mj in ������ ������ of course with di	erent constants� but
the exponential function in ����� just has to be replaced by its inverse�

In summary� we get

��j� � �� tj� � � �
� jMj j � exp��j�t�� if j � &�

j�
�

jM��
j j � exp��j�t�� if j � &�j� �

������

for all t � tj� and x � Ij��t��

This motivates to replace P � p by determinants bP � bp with the property that all parameter�
dependent entries� except of the one corresponding to the j��th negaton� are of the form
������ and thus decrease exponentially� This is done as follows�

bP � det� D �
� D

�
P and bp � det� D �

� D

�
p� ������

where D is a matrix eliminating the exploding blocks of M �

D � diagfDj j j � �� � � � � Ng with Dj �

�
M��

j � j � &�j� �
Inj � j � &�

j�
	 fj�g�

���



As a consequence�

DM � diagfDjMj j j � �� � � � � Ng with DjMj �

�
Inj � j � &�j� �
Mj � j � &�

j�
	 fj�g�

The above manipulation of P � p does not alter the solution� since q � �� P�p � �� bP�bp�
Let us now focus on bP � The arguments for bp are completely the same� By the product

rule for determinants�

bP � det
�� D �

� D

�
 

�
DM �
� DM

��
� �T
T � f � f

��
� det

�
D �DMT

DMT � D  DM�f � f�

�
� det

�
D �SbS D  R

�
with

Sij �

�
Tij � i � &�j� �

MiTij � i � &�
j�
	 fj�g�

bSij � �
T �ji� i � &�j� �

M iT
�
ji� i � &�

j�
	 fj�g�

and Rij �

�
�fj � fi�� i � &�j� �

M i�fj � fi�� i � &�
j�
	 fj�g�

Next we will interpret bP as a perturbation of a determinant bP �j�	 of a matrix whose rows
are t�independent except the two rows corresponding to the index j�� To carry out this
argument� we de�ne

bP �j�	 � det

�
D�j�	 �S�j�	bS�j�	 D�j�	  R�j�	

�
with the blocks

S
�j�	
ij �

���
Tij � i � &�j� �

Mj�Tj�j � i � j��

�� i � &�
j�
�

bS�j�	
ij �

���
T �ji� i � &�j� �

M j�T
�
jj�
� i � j��

�� i � &�
j�
�

and R
�j�	
ij �

���
�fj � fi�� i � &�j� �

M j��fj � fj��� i � j��

�� i � &�
j�
�

and D�j�	 � diagfD�j�	
j j j � �� � � � � Ng with D�j�	

j �

�
�� j � &�j� �
Inj � j � &�

j�
	 fj�g�

By Lemma ������ we obtain

sup
x�Ij��t	

��� bP �x� t�� bP �j�	�x� t�
��� � exp �b�j�t� for all t � tj� �

where b�j� � �j���n�j��Re��j��� Note that possibly �j� has to be reduced in size to include
the constants from the blocks Tj�j � T

�
jj�
�
j� in the estimates� Choosing �j� small enough�

we can achieve b�j� � ��
Let us take a closer look at the determinant bP �j�	 de�ned above� For i � &�

j�
all entries

in the i�th row of S�j�	� bS�j�	 vanish and the only non�vanishing entry in the i�th row of
both D�j�	 and D�j�	 R�j�	 is Ini in the i�th column� Therefore� straightforward expansion
of the determinant bP �j�	 shows that bP �j�	 actually coincides with the determinant P �j�	

de�ned in the assertion�

���



Therefore�

sup
x�Ij��t	

��� bP �x� t�� P �j�	�x� t�
��� �� � as t� ��

and� by the same arguments� also supx�Ij��t	
��bp�x� t�� p�j�	�x� t�

�� converges to zero�
Consider now q � � � P�p � � � bP�bp� Since q is a regular solution by assumption�bp�x� t� �� � for all x� t� The above convergence implies that also p�j�	�x� t� �� � for all x� t�

Thus we can transfer the convergence from bP � bp to q�
In summary� we have shown that q asymptotically behaves like q�j�	 � � � P �j�	�p�j�	

on Cj� as t tends to ��� More precisely� we have �Cj� q � �Cj�q�j�	 for t � ��� where �Cj�
is the characteristic function of Cj� � Step a is complete�

Step b
 Next we discuss the behaviour of the j��th negaton q�j�	 outside of Ij��t�� We
distinguish two cases�

�i� Let x � I�j��t� �
� ��� �vj�  �j��t



� Here the entries of M

�j�	
j�

decay exponentially�
Similar arguments as before show

sup
x�I�j�

�t	

���P �j�	�x� t�� C
��� �� �� sup

x�I�j�
�t	

���p�j�	�x� t�� c
��� �� �� as t� ���

where

C � det

�
� �T�

�T��� f� � f�

�
� c � det

�
� �T�

�T��� �

�
�

with T� �
�
Tij

�
i�j�
�j�

and f� �
�
fj
�
j�
�j�

� Moreover� by Lemma ������ the values

c� C of the two determinants coincide� and are nonzero by Theorem ������

�ii� Let x � I�j��t� �
�
�vj� � �j��t��

�
� In this case the entries M

�j�	
j�

of the determinants

P �j�	� p�j�	 explode� Thus we again replace P �j�	� p�j�	 by determinants bP �j�	� bp�j�	
with

bP �j�	 � det
�� M �j�	 �

� M
�j�	

��� �
P �j�	

� det
�� �M �j�	���I�j�	 �

� �M
�j�	���I�j�	

�
 

�
� �T �j�	

�T �j�	�� f �j�	 � f �j�	

��
�

where

�M �j�	���I�j�	 � diag
�
�M

�j�	
j ���I

�j�	
j j j � &�j� 	 fj�g

�
with �M

�j�	
j ���I

�j�	
j �

�
M��

j�
� j � j��

�� j � &�j� �

and bp�j�	 is modi�ed analogously�
Then

sup
x�I�j�

�t	

��� bP �j�	�x� t�� bC��� �� �� sup
x�I�j�

�t	

���bp�j�	�x� t�� bc��� �� �� as t� ���

���



where

bC � det� � �T �j�	

�T �j�	�� f �j�	 � f �j�	

�
� bc � det� � �T �j�	

�T �j�	�� �

�
�

Again bC � bc �� � by Lemma ����� and Theorem ������

Consequently� q�j�	 asymptotically vanishes on R�nCj� as t tends to ��� More precisely�
��� �Cj��q�j�	 � � for t � ��� Step b is complete�

Step c
 It remains to show that q asymptotically vanishes outside 	Nj���Cj� as t � ���
This is done in the remainder of the proof with analogous arguments as before�

If necessary� we shrink �j� once more such that �j� � �
� minj 	�j� jvj� � vj j for all j��

Consider vj� � vj� such that no other vj lies between them� and let

x � Ij��j��t� �
�
�vj� � �j��t� �vj�  �j��t



�

Those are just the intervals covering the gaps between the two neighbouring strips Ij��t��
Ij��t�� They are proper because �j� � �j� are chosen small enough�
Now it is straightforward to check a similar estimate as before� namely

��j� �j� � �� tj� � � �
� jMj j � exp��j��j�t�� if j � &�

j�
�

jM��
j j � exp��j��j�t�� if j � &�j� �

for all t � tj� and x � Ij��j��t�� Note that &�j� � fj j vj � vj�g� &�
j�
� fj j vj� � vjg cover all

possible indices j�
Following the same line of reasoning as before� we next

�i� replace P � p by bP � bp in the same way as in ������ with the only di	erence that we use
here the index sets &�j� instead of &

�
j�
and &�

j�
instead of &�

j�
	 fj�g�

�ii� apply Lemma ������ and expand the resulting determinant�

As a result�

sup
x�Ij��j� �t	

��� bP �x� t�� bC��� �� �� sup
x�Ij��j� �t	

���bp�x� t�� bc��� �� �� as t� ���

where

bC � det� � � bTbT � bf � bf
�
� bc � det� � � bTbT � �

�
�

with bT �
�
Tij

�
i�j�
�j�

and bf �� fj
�
j�
�j�

� Again Lemma ������ Theorem ����� yieldbC � bc �� ��
We still have to consider �i� x � Imin�t� �

���� �vjmin  �jmin�t


for vjmin � minj�vj��

and �ii� x � Imax�t� �
�
�vjmax � �jmax�t��

�
for vjmax � maxj�vj�� In the case �ii�� all Mj

decay exponentially� Thus

sup
x�Imax�t	

���P �x� t�� ���� �� �� sup
x�Imax�t	

���p�x� t�� ���� �� �� as t� ���

and we are done�

���



In the case �i�� all Mj explode� Here we replace P� p by bP� bp with
bP � det� M�� �T

T � M
��
 f � f

�
� bp � det� M�� �T

T � M
��

�
�

Then

sup
x�Imin�t	

��� bP �x� t�� C
��� �� �� sup

x�Imin�t	

���bp�x� t�� c
��� �� �� as t� ���

C � det

�
� �T
T � f � f

�
� c � det

�
� �T
T � �

�
and� by Lemma ������ Theorem ������ we are done again�

Thus q asymptotically vanishes on R�n 	Nj��� Cj� as t tends to ��� More precisely��
��PN

j���
�Cj�

�
q � � for t � ��� Step c is complete�

In summary� Proposition ����� is proved�

Finally we supply the simple fact on determinants used throughout the proof�

Lemma ����
� Let U � V � W � Mn�n�C � be arbitrary square matrices� Then the following
identity holds�

det

�
� �U
V W

�
� det�U� det�V �

Proof The assertion follows easily by the subsequent calculation

det

�
� �U
V W

�
� det

�� U �
� I

��
� �I
I W

��
V �
� I

��
� det�U� det�V � det

�
� �I
I W

�
� ����n det�U� det�V � det

� �I �
W I

�
� det�U� det�V ��

where for the third identity we have used the obvious permutation argument with respect
to the columns�

Step �� As a preparation for the inner analysis of the j��th negaton� we �rst give the basic
estimates� To this end we study what happens if we deviate from its path logarithmically�
that is x� vj� t � log jtj�
Proposition ������ On the curve

�
���t�� t

�
� where ���t� � vj�t  

�
� log jtj��Re��j�� for

� � R� the determinants P �j�	� p�j�	 behave according to

p�j�	
�
���t�� t

�
� C

� nj�X
���

C�� F��t�F��t� jtj��� t��nj���	�
�h
�  O

� log jtj
t

�i

���



and

P �j�	
�
���t�� t

�
� C

� nj�X
���

C�� F��t�F��t� jtj��� t��nj���	�  

 

nj���X
���

�����C�����	 F��t�F����t� jtj�����	� t��nj���	���nj������	
�h
�  O

� log jtj
t

�i
with C �

�
det

�
Tij
�
ij�
�j�

��
�

C�� �

�
�

�j�  �j�

���� Y
j�
�j�

�
�j � �j�
�j  �j�

���nj ��j � �j�
�j  �j�

���nj
�

and F��t� �

Q���
k�� k!Q�

k���nj� � k�!

�
b
�nj�	
j�

c
nj���
j�

exp
�
i(j�����t�� t�

� ��

�

where cj� � vj�  f ����j�� and (j��x� t� � Im
�
�j�x f���j��t

�
�

The parameter � controls the distance from the geometric center� Note that it enters in the
asymptotic via the powers of jtj and the term (j�����t�� t��

The main part of the proof is to expand the determinants P �j�	� p�j�	� We proceed in
a similar manner as for solitons where the well�known expansion rule for determinants was
used �see Lemma ������� Here we use a form of this rule which is particularly adapted to
our problem� We need some more notation�

Consider the matrix

S �

�
U V
W Z

�
�

where each of the blocks U� V�W�Z itself has a block structure which is given by

U �
�
Uij

�
ij�
�

j�
�fj�g

with Uij �
�
U
�
		
ij

�
������� �ni
������� �nj

and for V�W� Z analogously�
For index tuples J � ���� � � � � ���� K � ���� � � � � ��� with �k � �l � f�� � � � � nj�g for

� � k � 
� � � l � �� we de�ne the matrix S
J �K� by

S
J �K� �

�
U 
J� J � V 
J�K�
W 
K� J � Z
K�K�

�
�

Here U 
J�K� denotes the matrix with the blocks U 
J�K�ij� where

�� U 
J�K�ij � Uij if i �� j�� j �� j��

�� U 
J�K�j�j is obtained from Uj�j by maintaining only the rows indexed by J for j �� j��

�� U 
J�K�ij� is obtained from Uij� by maintaining only the columns indexed by K for
i �� j��

�� U 
J�K�j�j� is obtained from Uj�j� by maintaining only the rows indexed by J and the
columns indexed by K�

and� furthermore� all maintained columns and rows in the blocks U 
J�K�ij appear precisely
in the order which is indicated by the tuples J�K�

���



By jJ j we denote the length of the index tuple J � in the case at hand jJ j � 
� Note
that also the trivial case of empty index tuples is admitted� where no rows or columns are
maintained in the respective blocks� Then the length of the index tuple is zero�
Finally� we need a substitute bI of the identity matrix� With respect to the expansion

we have in mind �confer Proposition ������ we de�ne

bI � �
I�j�	 �

� I�j�	

�
for the diagonal matrix I�j�	 with the blocks I

�j�	
j � �� j � &�j� � and I

�j�	
j�

� Inj� on the
diagonal�

Routine arguments yield the following expansion rule�

Lemma ������� In the situation described above� the following expansion rule holds�

det
� bI  S

�
�

nj�X
���

nj�X
���

X
jJj��

� X
jKj��

�
det

�
S
J �K�

�
�

where the inner sums are taken over all index tuples J� K from f�� � � � � nj�g and the prime
means that only index sets with strictly increasing entries are admitted�

Note that the cases 
 � �� � � � correspond to the appearance of empty index sets�

� �

J K

�

�J

K

To illustrate the expansion� we indicate the position of the blocks
where only the indices listed in J � K� respectively� are main

tained in the case j� � 	�

We also need another� technical result for the evaluation of a certain determinant which
has already been proved in 
���� Let us start with the following preparation�

Lemma ������� For all � � C �

det

� 	��Y
���

� �
� � �� � ���� 



 �k


�	��

� ���� k�k��	�

k��Y
���


! �

where it is understood that empty products equal ��

Proof With special regard to the order induced by the numbering of the indices� we pursue
the following strategy� Multiply the ��th column by

��
� � �n � ���� �



and subtract it

from the �� ���th column for � � k � �� � � � � �� This yields

) � det

� 	��Y
���

��
� � ������� 



 �k


�	��

���



� det

�
�� �k � ��

	��Y
���

��
� � ������ 


�
 �
���
�	�

Now we expand the determinant with respect to the k�th row� which is zero except of
the �rst entry� Then we extract the factor �k � ��� which is common to the ��th row
�� � �� � � � � k � ��� As a result�

) � ����k���k � ��! det

�
	��Y
���

��
� � ������� 



�k��


�	��

�

and the assertion follows by induction�

Corollary ������� Let n � k be natural numbers� Then the determinant of the matrix

F �
�
fac
	

�k

�	��

� Mk�k�C � with the entries

fac
	 �

���
�


n� ��  �� ���!� �  � � n  ��

�� �  � � n  ��

has the value

det�F � � ���� k�k��	�

Qk��
��� 
!Qk

����n� 
�!
�

where it is understood that �! � ��

Proof For �  � � n  �� we have

�n� ��! fac
	 �
�n� ��!

�n� ��  � � ���! �
	��Y
���

��
n � �� � ���� 




� ������

If� on the other hand� � � � n � the identity ������ holds all the more since the product
on the right then contains the factor corresponding to 
 � n � �� � �� � � and hence
vanishes� Therefore�

det�F � � det

�
�

�n� ��!
�

	��Y
���

��
n � �� � ���� 



�k


�	��

�

and� extracting the factors ���n���! common to the ��th row for all �� the assertion follows
from Lemma �������

Proof �of Proposition ������ For the j��th negaton q�j�	 the only dependence on the
variables x� t is due to the block Mj� � Therefore� we take a closer look at the behaviour of

its entries m
�		
j�
along the curve

�
���t�� t

�
for � � R �xed�

To begin with� for 	�x� t� � exp
�
�j�x f���j��t

�
� exp

�
Re��j��
x� vj� t� i(j��x� t�

�
we have

	
�
���t�� t

�
� jtj� exp

�
i(j�

�
���t�� t

��
�

Set Q	�x� t� �
�
�		�x� t����	j�

��
	�x� t�� Then Q	 are polynomials satisfying the recursion

relation Q	�� � Q	Q�  Q�
	 with Q� � �� Q� � x  f ����j��t �the prime denoting the

derivative with respect to �j��� Thus an induction argument shows

Q	

�
���t�� t

�
�
�
cj�t

�	 h
�  O

� log jtj
t

�i
�

���



and from ����� we get

m
�		
j�

�
���t�� t

�
� b

�nj�	
j�

exp
�
i(j�

�
���t�� t

���cj�t�nj��	
�nj� � ��!

jtj�
h
�  O

� log jtj
t

�i
� ������

Now we consider the determinants P �j�	 � det
�bI  S

�
� p�j�	 � det

�bI  S�
�
� Application of

Lemma ������ combined with Proposition ����� yields the expansions

p�j�	 �

nj�X
���

X
jJ j��

� X
jKj��

�
det

�
S�
J �K�

�
�

P �j�	 �

nj�X
���

X
jJ j��

� X
jKj��

�
det

�
S
J � J �

�
 

 

nj���X
���

X
jJj��

� X
jKj����

�
det

�
S
J �K�

�
� ������

In the sequel we restrict the arguments to the treatment of P �j�	� which is the more involved
case� Indeed the result for p�j�	 follows by completely the same line of arguments but only
the sum concerning jKj � 
 has to be considered�
Our next aim is to calculate the principal minors det

�
S
J � K�

�
for jJ j � 
� jKj � �

with � � f
� 
 �g� where� by Proposition ������

S �

�
� �M �j�	T �j�	

M
�j�	�T �j�	�� M

�j�	�f �j�	 � f �j�	�

�
�

To reduce the expression to the calculation of determinants with known values� we have to
expand once more�

For the moment abbreviate U � �M �j�	T �j�	� Then U �
�
Uij

�
i�j�
�j�

�fj�g
� and its

blocks are given by Uij � �Tij for i � &�j� and Uj�j � �Mj�Tj�j � where

Mj�Tj�j �
� nj���
��	X

���

t
��		
j�j

m
�
����	
j�

�
������� �nj�
������� �nj

�

Observe that the matrices in the lower left and right corners of S have a similar structure�
By the usual rules for the calculation of determinants �linearity with respect to rows��

we observe for J � ���� � � � � ���� K � ���� � � � � ��� with strictly increasing indices

det
�
S
J �K�

�
�

nj������X
b����

�
m

����b����	
j�

� � �

nj������X
b����

�
m

����b����	
j�

nj������X
b����

�
m

����b����	
j�

� � �

nj������X
b����

�
m

����b����	
j�

det
�
R
 bJ � bK��� � � ��� � � �� ������

with bJ �� �b��� � � � � b���� bK �� �b��� � � � � b���� and
R �

�
� �T �j�	

�T �j�	�� f �j�	 � f �j�	

�
�

Recall that J�K contain strictly increasing indices� Moreover� det
�
R
 bJ� bK�� � � wheneverbJ �or bK� contains two coiniciding indices� Thusb�� � � � � � b�� and b�k pairwise di	erent for k � �� � � � � 
�b�� � � � � � b�� and b�l pairwise di	erent for l � �� � � � � �� ������

���



Searching for the leading term in t of ������� we consult ������� This shows that in ������
the following powers of t occur�

�X
k��

�
� nj� � ��k  b�k � ��� �X

l��

�
� nj� � ��l  b�l � ���

� �
 ��
�
� nj�  �

�� � �X
k��

��k  b�k�  �X
l��

��l  b�l���
with the constraint �� b��� �� b�� � nj� � for � � 
 � k� � � � � l due to the limitations of
the summation in ������� Taking into account ������� this expression is maximized precisely
by the choices

�i� �k � k and b�k � 
�k� for 
 � Perm��
��
�ii� �l � l and b�l � ��l� for � � Perm�����
Here Perm�
� denotes the group of permutations of f�� � � � � 
g and Perm��
� is the subset of
those of the permutations 
 � Perm�
� which satisfy k 
�k� � nj� � for all k � �� � � � � 
�
Therefore� the leading term in t of ������ is given by

det
�
S
J �K�

�
� H���t�

h
�  O

��
t

�i
������

with

H���t� �
X

��Perm���	

X
��Perm���	

� �Y
k��

m
�k���k	��	
j�

�Y
l��

m
�l���l	��	
j�

� det
�
R
��

���� � � � � 
�
�

�� ������ � � � � �����
��� ������

As for the calculation of H��� we �rst exploit ������ and use
P�

k���nj� �
�
k 
�k�� ��� �

�nj�  ��
� �
P�

k�� k � �nj� � 
�
� which yields

�Y
k��

m
�k���k	��	
j�

�
G��t� t

�nj���	�jtj��
�Q

k��

�
nj�  ��

�
k  
�k�

��
!

h
�  O

� log jtj
t

�i

with G��t� �

�
b
�nj�	
j�

�cj��
nj��� exp

�
i(j�����t�� t�

� ��

�note that G��t� does not contribute to the growth in t since jG��t�j is constant�� Inserting
this into ������� we get

H���t� � D�� G��t�G��t� jtj����	� t��nj���	���nj���	
h
� O

� log jtj
t

�i
� ������

where

D�� �
X


�Perm���	
��Perm���	

�Y
k��

��
nj�  ��

�
k  
�k�

��
!

�Y
l��

��
nj�  ��

�
l  ��l�

��
!

� det
�
R
��

���� � � � � 
�
�

�� ������ � � � � �����
��
We can drop the restriction on the permutations 
 � Perm��
�� � � Perm���� if we pass
from the faculties to the quantities

fac
	 �

���
�

�nj�  �� �� ���!
� � � � nj�  ��

�� � � � nj�  ��
�

���



Thus� by Corollary �������

D�� �
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�Perm��	

��Perm��
	

�Y
k��

fack��k	

�Y
l��

facl��l	 det
�
R
��

���� � � � � 
�
�

�� �
����� � � � � ����

�
�

� det
�
R
��
�� � � � � 
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�
�

X
��Perm��	

�
sgn�
�

�Y
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fack��k	

� X
��Perm��	

�
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�Y
l��

facl��l	

�
� det

�
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det
�
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	�
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�
R
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�
� ���������	��

Q���
k�� k!Q�

k���nj� � k�!
���������	��

Q���
l�� l!Q�

l���nj� � l�!

� det
�
R
��
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�
�
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Therefore�

D��G��t�G��t� �

� ���������	� ���������	� F��t�F��t� det
�
R
��
�� � � � � 


�� ��� � � � � ��
�� ������

As a consequence of ������� ������� and ������� we infer
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�
S
J �K�

�
� ���������	� ���������	� det

�
R
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�� � � � � 
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�
�
�F��t�F��t� jtj����	� t��nj���	���nj���	

h
� O

� log jtj
t
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Finally� we state

det
�
R
��
�� � � � � 


�� �
�� � � � � �

�
�
� CC�� for � � 
� 
 �� ������

Actually the proof of ������ is very involved� We refer to Theorem ����� in Chapter ��
Inserting ������� ������ into ������� and using ������ � ����� yields Proposition ������

Now we are in position to give the asymptotic behaviour of the j��th negaton�

Proposition ������� q�j�	�x� t� �
nj���P
j�
���

q�j�j
�
�	�x� t� for t � ��

with

q�j�j
�
�	�x� t� � ��j�  �j��

����j���� �J �� exp
�
"�
j�j

�
�
�x� t�

�
�  exp

�
"�
j�j��
�x� t�  "�

j�j��
�x� t�

� ������

where � � sgn�t� and the function "�
j�j

�
�
� "�

j�j
�
�
�x� t� is de�ned by

"�j�j��
�x� t� � �j�x f���j��t� J �� log jtj �j�  ��j� � ��j�j��

for the index J �� � ��nj� � �� �j�� associated to j��� and the phase �j�� and the phase�shifts
��j�� �

�
j�j��

as de�ned in Theorem ������

���



Remark ������� In �����
 we did not include the sign �J
�
� in the power of ���� in order

to stress the symmetry between the cases t � ��� t �  � �

Proof Without loss of generality� t � ��� �This assumption is only needed to guarantee
that the intervals de�ned below are proper��
Recall from Proposition ����� that the curve

�
t� ���t�

�
for � � R is de�ned by

���t� � vj� t � log jtj�Re��j���

Fix j�� and set J
�
� � ��nj� � ��  �j���

Let x � Ij���t� �
�
�J ���

�
�
�t�� �J ���

�
�
�t�
�
�

This interval Ij���t� has the center �J ���t� �
vj�t  J �� log jtj�Re��j��� and its diameter
grows logarithmically with t�
Moreover� we de�ne Cj�� �

S
t
�� Ij���t��

�

t

�x

�J ���t�

������������ Ij���t�

We subdivide our task in three steps�

Step a
 First we show that� in the asymptotic sense� the only contribution to the j��th
negaton q�j�	 in Cj�� is due to the soliton q�j�j

�
�	�

Step b
 Next we show that outside Cj�� the soliton q�j�j
�
�	 asymptotically vanishes�

Step c
 At last we show that the j��th negaton q�j�	 vanishes asymptotically outsideSnj���

j����
Cj�� �

To avoid confusion we point out that we are not going to show that the maximum of the
j��th soliton moves along the center �J ���t� of the interval Ij���t�� but on a curve parallel to�
�J ���t�� t

�
where the distance between the curves is determined by the term �j� �

�
j�
���

j�j��
�

Note that there is a certain �exibility in the choice of the Ij���t�� For example� they could
be replaced by their translates Ij���t�  t� by a �xed but arbitrary t� � R�

Step a
 Parametrize x � �J �����t� by � � ���
� �

�
���

By Proposition ������ the order of P �j�	
�
�J �����t�� t

�
� p�j�	

�
�J �����t�� t

�
in t is determined

by the exponents

f��
� � ��
�  ��nj�  �J ��  ��
�



� ��
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�

 for 
 � f�� � � � � nj�g ������
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�  ��nj� � �  �J ��  ��
�

 

�
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�
� ��
�  ���j�� ��
 ��j�� �� for 
 � f�� � � � � nj� � �g� ������

Again we search for the exponents which maximize the order of t�
Regarding 
 as a continuous variable for the moment� the function f� is a concave

parabola� It attains its global maximum in 
���� � �j�� 
�
�� ���� Since j�j � �

� � candidates
for the dominating exponents correspond to the indices 
 � j��� j

�
� �� Moreover� the other

exponents do not disturb the order estimation� since the minimal distance to them is
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o
�max

n
f��j

�
� � ��� f��j��  ��

o
�

�

�
f��j��  ��� f��j

�
� � �� � ���  ��� if � � �
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� ��
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Analogously� g� attains its maximum for 
���� � j��  ��� what shows that 
 � j�� maxi�
mizes the concerning exponents� Here the minimal distance to the other exponents can be
estimated from below by g��j�� � max

�
g��j

�
� � ��� g��j ��  ��

�
� ��

Keeping only those terms in Proposition ����� �note that ���J ���t� has to be inserted��

we get for q�j�	 � �� P �j�	�p�j�	 �
�
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�

� h
�  O

�
log jtj
t

�i
�
Cj��j

�
�
Fj���t�Fj���t�  C�j����	�j

�
���	

Fj�����t�Fj�����t� jtj����J
�
�	t��J

�
�

� h
�  O

�
log jtj
t

�i
�

����j�����J �� Cj���j
�
���	

Fj���t�Fj�����t� jtj�
Cj��j

�
�
Fj���t�Fj���t�  C�j����	�j

�
���	

Fj�����t�Fj�����t� jtj��
 O

� log jtj
t

�
� ������

where the sign � is de�ned by t � �jtj�
Recall the de�nitions of C��� F��t� in Proposition ������ With regard to

dj� � ��j�  �j��cj� � exp��j�� � b
�nj�	
j�

���j�  �j��
nj�

and the de�nitions of the phase�shifts ��j� � �
�
j�j

�
�
in Theorem ������ these read

C�� �

�
�

�j�  �j�

���� �
exp���j��

���
exp���j��

��
and

F����t��F��t� �

!

�nj� � 
� ��!c
nj������
j�

b
�nj�	
j�

exp
�
i(�j�	

�
�J �����t�� t

� �
�


!

�
�K�!
c�Kj� ��j�  �j��

nj� exp
�
i(�j�	��J �����t�� t�  �j�

�
� ��j�  �j��

���� 
!

�
�K�!
d�Kj� exp

�
i(�j�	��J �����t�� t�  �j�

�
� ��j�  �j��

���� exp
�
i(�j�	��J �����t�� t�  �j� � ��j��

�
�

for K � ��nj� � ��  �
� the index associated to 
�
Inserting these into ������ and reordering a bit� we end up with

q�j�	
�
�J �����t�� t

�
� ��j�  �j��

P�j�j��	�t� jtj�
�  P�j�j��	�t�P�j�j��	�t� jtj��

 O
� log jtj

t

�
� ������

for P�j�j��	�t� � ����j�����J �� exp
�
i(�j�	��J �����t�� t�  �j�  ��j� � ��

j�j
�
�

�
� ������

Our aim is to compare q�j�	 with q�j�j
�
�	 on Ij���t�� To this end� we also have to calculate

q�j�j
�
�	
�
�J �����t�� t

�
� From

"�
j�j��

�
�J �����t�� t

�
�

� Re��j��
�
�J �����t�� vj� t�� J �� log jtj i(

�
�J �����t�� t

�
 �j�  ��j� � ��j�j��

� � log jtj i(��J �����t�� t� �j�  ��j� � ��
j�j

�
�

it is straightforward to check that

q�j�j
�
�	
�
�J �����t�� t

�
� ��j�  �j��

P�j�j��	�t� jtj�
�  P�j�j��	�t�P�j�j��	�t� jtj��

� ������

���



As a consequence of ������ and ������� we may conclude

sup
x�Ij��

�t	

���q�j�	�x� t�� q�j�j
�
�	�x� t�

��� � O
� log jtj

t

�
�

and hence the supremum converges to zero as t� ���
In summary� we have shown that q�j�	 asymptotically behaves like the soliton q�j�j

�
�	 on

Cj�� as t tends to ��� More precisely� we have �Cj��q
�j�	 � �Cj��q

�j�j
�
�	 for t � ��� where �Cj��

is the characteristic function of Cj�� � Step a is complete�

Step b
 Next� we discuss the behaviour of the soliton q�j�j
�
�	 outside of Ij���t�� We distin�

guish two cases�

�i� Let x � I�
j��
�t� �

� ��� �J ���
�
�
�t�



� say x � �J �����t� with � � ��

� �

First recall that q�j�j
�
�	
�
�J �����t�� t

�
has been determined in ������ with P�j�j��	�t� as

de�ned in ������� Note that the modulus of P�j�j
�
�	�t� does not depend on t� Set

c � jP�j�j
�
�	�t�j� Then� by ������� for jtj � c��

��q�j�j��	��J �����t�� t��� � j�j�  �j� j
cjtj�

�� c�jtj��

� j�j�  �j� j
cjtj� �

�

�� c�jtj�� � O�t� �
�
� 
� � ��

�
�

�ii� Let x � I�
j��
�t� �

�
�J ���

�
�
�t��� �

� say x � �J �����t� with � � �
� �

Here we rewrite ������ in the following way�

q�j�j
�
�	
�
�J �����t�� t

�
� ���j�  �j��

� P�j�j
�
�	�t�

��� jtj��
� 

� P�j�j
�
�	�t�P�j�j

�
�	�t�

��� jtj��� �
Now the same argument as in �i� yields

��q�j�j��	��J �����t�� t��� � O�t� �
�
�
for all � � �

� �

Consequently�

sup
x�I�

j��
�t	�I�

j��
�t	

���q�j�j��	�x� t����� � as t� ���

Thus q�j�j
�
�	 vanishes on R�nCj�� as t tends to ��� More precisely� ��� �Cj�� �q

�j�j��	 � � for
t � ��� Step b is complete�

Step c
 It remains to check that q�j�	 asymptotically vanishes outside 	nj���
j����

Cj�� as t� ���
This is done in the remainder of the proof�

Consider x � eIj���t� � �
�J ���

�
�
�t�� �J ���

�
�
�t�


� It is clear that� if J �� is the index associated

to j�� according to Theorem ������ then J
�
� � is the index associated to j

�
� �� Thus� eIj���t�

is just the interval covering the gap between the two neighbouring strips Ij���t� and Ij�����t��
Parametrize x � �J �����t� with � �

�
�
� �

�
�



�

As before we investigate the behaviour of P �j�	
�
���t�� t

�
� p�j�	

�
���t�� t

�
with the aim to

�nd the maximal contribution to the order of t� The latter is again determined by the
exponents f��
�� g��
� de�ned in ������� �������

���



Recall that f� attains its maximum for 
���� � �j�  
�
��  ���� Since �

� � � � �
� � the

only candidate for the dominating exponent is 
 � j��  �� As for the minimal distance to
the other exponents� we observe

f��j
�
�  ���max

n
f��j

�
��� f��j

�
�  ��

o
�

�

�
f��j

�
�  ��� f��j

�
�� � ��� if � � �

f��j
�
�  ��� f��j

�
�  �� � ���� ��� if � � �

� ��

The maximum of g� is attained for 
���� � j�� ��� and thus 
 � j��� j
�
� � are the candidates

to maximize the concerning exponents� Here the minimal distance to the other exponents
can be estimated from below by

min
n
g��j

�
��� g��j

�
�  ��

o
�max

n
g��j

�
� � ��� g��j��  ��

o
�

�

�
g��j��  ��� g��j�� � �� � ��� if � � �
g��j

�
��� g��j

�
�  �� � ���� ��� if � � �

� ��

Keeping only those terms in Proposition ������ we get

q�j�	
�
�J �����t�� t

�
�

�
Gj��
�t�  Gj����

�t� jtj��J ����	t���J ����	
� h
�  O

�
log jtj
t

�i
� bGj����

�t� jtj�J ����	t�J ��
� h
�  O

�
log jtj
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�i
for Gj��

�t� � ����j����Cj���j
�
���	

Fj���t�Fj�����t� and
bGj��
�t� � Cj��j

�
�
Fj���t�Fj���t��

Recall that the moduli of Gj��
�t� and bGj��

�t� do not depend on t� say jGj��
�t�j � cj�� �

j bGj��
�t�j � bcj�� � Then��q�j�	����t�� t��� � �bcj����

�
cj�� jtj��  cj���� jtj���

�h
�  O

� log jtj
t

�i
� O

�
t�

�
�

�
since �

� � � � �
� � This shows

sup
x�eIj���t	

���q�j�	�x� t���� �� � as t� ��

for all j�� � �� � � � � nj � ��

We still have to consider the boundary regions� To this end we keep the notations Gj��t��bGj��t� from above and proceed as before�

�i� Let x � eImin�t� �
� � �� ����nj���	�

�
� 	
�t�


� Note that� for j�� � �� J �� � ��nj� � ���

the associated interval Ij���t� is the one which is the farthest to the left� Thus eImin�t�
closes the gap between �� and Ij���t��
Parametrize x � ����nj���	��	�t� with � �

������
�



�

Recall that the functions f�� g� responsible for the maximal contributions to the order
of t are given by ������� ������� Candidates for the dominating exponents are � in
either case� The minimal distance to the other exponents can be estimated from
below by

f����� f���� � ��� � ��
g����� g���� � ����� �� � ��

���



If we keep only these terms in Proposition ������ we get

q�j�	
�
����nj���	��	�t�� t

�
�

G��t� jtj���nj���	��	tnj���
h
�  O

�
log jtj
t

�i
bG��t�

h
�  O

�
log jtj
t

�i �

showing jq�j�	�����nj���	��	�t�� t�j � O�t� �
�
�
�

�ii� Let x � eImax�t� �
�
���nj���	�

�
� 	
�t����� Since the interval Ij���t� corresponding to

j�� � �nj� � ��� J �� � �nj� � ��� is the farthest to the right� this covers the gap between
Ij���t� and  ��
Parametrize x � ���nj���	��	�t� with � �

�
�
� ��

�
�

Again the functions f�� g� which are responsible for the maximal contributions to the
order of t are given by ������� ������� With regard to the di	erent sets of admitted
indices for f� and g�� here the candidates for the dominating exponents are nj� for f�
and nj� � � for g�� The minimal distance to the other exponents is

f��nj��� f��nj� � �� � �� � ��
g��nj� � ��� g��nj� � �� � ��� �� � ��

Thus

q�j�	
�
���nj���	��	�t�� t

�
�

Gnj���
�t� jtj��nj���	����n�j���		tnj���

h
�  O

�
log jtj
t

�i
bGnj�

�t� jtj�nj�����n�j���		
h
�  O

�
log jtj
t

�i �

showing again jq�j�	����nj���	��	�t�� t�j � O�t� �
�
�
�

Thus q�j�	 vanishes onR�n	nj���j���
Cj� as t tends to��� More precisely� ���

Pnj���

j����
�Cj��

�q�j�	 �
� for t � ��� Step c is complete�

In summary� Proposition ������ is proved�

Proof �of Theorem ������ For the proof of Theorem ������ we collect what we have
achieved so far� By Proposition ����� and Proposition �������

q�x� t� �
NX
j��

nj��X
j���

q�jj
�	�x� t� for t � ��

with

q�jj
�	�x� t� � ��j  �j�

����j��� �J � exp �"�jj��x� t��
�  exp

�
"�jj��x� t�

�
exp

�
"�jj��x� t�

�
� ����j��� �J � Re��j� exp

�
� i Im�"�jj� �x� t��� cosh�� �Re�"�jj� �x� t���

and

"�jj��x� t� � �jx f���j�t� J � log jtj �j  ��j � ��jj� �

To obtain the assertion for t � ��� we have to integrate the sign �� This is done by
reordering the solitons in the following manner�

���



Replace j� by k� � �nj � ��� j�� and let K� � ��nj � ��  �k� be the index associated
to k� according to Theorem ������ Thus�

J � � �K�� j� � k� �K��

Note that this replacement just reverses the order of the solitons q�jj
�	 within the j�th

negaton� In particular� � � k� � nj � �� Moreover� we check

exp
�� ��jj�

�
�

j�!

�j� � J ��!
d�J

�

j �
�k� �K��!

k�!
dK

�

j � exp
�
 ��jk�

�
�

Thus� the reordering results in

q�jk
�	�x� t� � ����k��� Re��j� exp

�
� i Im�"�jk��x� t��� cosh�� �Re�"�jk��x� t���

with

"�jk��x� t� � �jx f���j�t K� log jtj �j  ��j  ��jk� �

This completes the proof in the case t � ���

As for the asymptotic result in the case t �  �� the proof is completely the same as
in the case t � �� with the following two modi�cations�

�i� In Proposition ����� the index set &�j� is to be replaced by &
�
j�
�

�ii� The reordering procedure above can be skipped� Here it is not necessary because the
sign � produces no e	ect� Since exp

����jj�
�
� exp

�
 ��

jj�

�
� the assertion in this case

follows immediately�

This completes the proof of Theorem ������

Remark ������� Imposing assumption �ii
 in Theorem ����� we excluded the degenerate
case dj � � for some j� In this case the estimates �����
 in the proof of Proposition �����
are not valid anymore� Instead� contributions to the leading order of t now are due to higher
derivatives of f�� However� for all relevant equations �ii
 is automatically satis�ed�

	�� Negatons of the R�reduction 
 How to include breathers

In this section we will see that the R�reduction of the AKNS system allows to include a
new element in the context of negatons� In this case there are two natural choices leading
to real solutions� a� real eigenvalues and b� pairs of complex conjugated eigenvalues� The
former correspond to the usual bell�shaped solitons� the latter to the famous breathers� a
particularly interesting class of solutions�
In 
���� breathers are interpreted as bound states of two solitons� Thus they are the

lowest�dimensional example of a formation of solitons� In general� a formation is a group of
solitons moving with exactly the same velocity� which hence cannot be separated in terms
of the asymptotic analysis� Therefore� breathers were not included in our treatment so
far� The aim of this section is to explain how the asymptotic analysis can be extended to
negatons consisting of breathers�

We are only interested in real solutions of the R�reduced AKNS�system� Thus� we call
N �negaton any solution given in Proposition ����� generated by a matrixA chosen according
to the following assumption�

���



Assumption ������ Let A � Mn�n�C � be given in Jordan form with N Jordan blocks Aj

of dimension nj and with eigenvalues �j � i�e��

A �

	BB

A� � � � � �
� A� � � � �
� � � � � � � � � � � � � � � � �
� � � � � AN

�CCA � Aj �

	
 �j � �� �� �� �
� �j

�A � Mnj �nj�C ��

Assume spec�A� � fz � C jRe�z� � � and f��z� is �niteg�
Moreover� let f� be a real function in sense of the explanations before Proposition ������

and assume either �j � R or there exists a unique index � �� j such that �� � �j and
n� � nj�

In the case of diagonal matrices A� real eigenvalues give rise to solitons and antisolitons�
whereas pairs of eigenvalues which are complex conjugate lead to breathers� For details�
see Section ������ Recall De�nition ������ for the notion of asymptotic behaviour�

Theorem ������ Let Assumption ����� be ful�lled� Assume that a� c � C n �when decom�

posed according to the Jordan form of A
 satisfy a
��	
j c

�nj	
j �� � for j � �� � � � � N � and� that

aj� cj � Rnj if �j � R whereas a� � aj� c� � cj if �j �� R and � is the unique index with
�� � �j� De�ne

vj � �Re�f���j���Re��j��
Assume� in addition�

�i
 vj are pairwise di
erent for j � fk j Im��k� � �g�
�ii
 vj  f ����j� �� � 
j�

To these data we associate� for Im��j� � �� the solitons

q�jj� � �i �
�x
log

p �jj�

p �jj�
� where p�jj��x� t� � �  i����j

�
�j exp

�
"�jj��x� t�

�
�

and� for Im��j� � �� the breathers

Q�
jj� � �i �

�x
log

P
�
jj�

P �
jj�
�

where P�
jj��x� t� � �  

i

�j

�
exp

�
"�jj��x� t�

�
 exp

�
"�jj��x� t�

��
 exp

�
"�jj��x� t�  "

�
jj��x� t�

�
�

with

"�jj��x� t� � �jx f���j�t � J � log jtj  �j  ��j  ��jj�  �nj � J �� log �j �

where we have set J � � ��nj � ��  �j��
Modulo �
i� the quantities ��j � and �

�
jj� are determined by

exp���j � �
Y
k�
�j

�
�j � �k
�j  �k

��nk
� ������

exp
� � ��jj�

�
�

j�!

�j� � J ��!
d�J

�

j �

with the index sets &�j � fk j vk �
vjg� and dj � ��j
�
vj  f ����j�

�
� Furthermore�

�j �

�
�� if Im��j� � ���� Im��j��Re��j� ��� if Im��j� � ��

Finally� the �j are determined by a
��	
j c

�nj	
j

�
���j�nj � �j exp��j�� �j � R� �j � ��� if

Im��j� � � and �modulo �
i
 by a
��	
j c

�nj	
j

�
���j�

nj � exp��j�� �j � C � if Im��j� � ��

���



Then the asymptotic behaviour of the solution in Proposition ����� is described by

q�x� t� �
NX
j��

Im��j	��

nj��X
j���

q�jj��x� t�  
NX
j��

Im��j		�

nj��X
j���

Q�
jj��x� t� for t � ���

Since the geometric content of the theorem is quite similar to that of Theorem ������ we
concentrate on the di	erences� First recall that the assumptions on the eigenvalues �and
on the corresponding parts of the vectors a� c� either to be real or to appear in complex
conjugate pairs guarantees reality of the solution �see Proposition �������

There are negatons consisting of solitons and antisolitons �Im��j� � �� and nega�
tons consisting of breathers �Im��j� � ��� For a description of solitons� antisolitons� and
breathers we refer to Section ������ in particular the comments after the proof of Propo�
sition ������ Note that in the case Im��j� � � all phase�shifts �

�
j � �

�
jj� � and thus also the

functions "�jj� determining the path of the solitons in the j�th negaton� are real�

In contrast� if Im��j� � �� the functions "�jj� are no longer real� Their real parts give
the trajectories of the breathers� the imaginary parts their oscillations� Accordingly� the
phase�shifts ��j � �

�
jj� e	ect both the trajectories and the oscillation� Note also that the

logrithmic term is absorbed in the real part� Moreover� the additional term �j is only
present in this case�

A remarkable di	erence between Theorems ����� and ����� concerns the expressions for
the external phase�shifts ����� and ������� For illustration� let k � &�

j with Im��k� �� �� In
the C �reduction there need not be another index k with �k � �k � Thus here the contribution
to ����� is�

�j � �k
�j  �k

��nk

�

In the R�reduced case� we have k� k � &�
j � and therefore the contribution to ������ is��

�j � �k
�j  �k

��
�j � �k
�j  �k

���nk

�

However� again the sum over all phase�shifts is a conserved quantity�

Corollary ������ The sum over all phase�shifts vanishes�

NX
j��

njX
j���

��
��
j  ��

jj�


� ���j  ��jj�

�
� � �mod �
i��

Another conserved quantity is the �topological charge� Q�

Q �
�

�


Z �

��
u�x� t�dx�

for u a soliton� an antisoliton� or a breather� see 
���� For solitons� we have Q � �� for
antisolitons� Q � ��� and breathers � as bound states of a soliton and an antisoliton � yield
Q � ��
This generalizes naturally to negatons�

Corollary ������ The topological charge Q of the N �negaton is given by

Q � �
X

j
�j �

where the sum ranges over all j with �i
 Im��j� � � and �ii
 nj is odd�

���



Already the N �solitons show that every integer is attained as topological charge� In a
single negaton solitons and antisolitons alternate� Hence �ii� means that the charge of a
negaton with an even number of members always vanishes�

For completeness we give an interpretation of our result�

Interpretation ������ a
 To start with� consider a single eigenvalue � � R of multiplicity
n� Then the solution is a cluster containing n waves which are either solitons or antisolitons�
Such a solution is called a �single
 negaton� The main observation is that the geometric
center of the cluster propagates with constant velocity v � �f������� whereas its members
drift away on logarithmic curves�

Thus we may visualize� for large negative times� each soliton and antisoliton on one
de�nite side of the center approaching it logarithmically� As time goes by� they get closer�
collide� and separate again� For large positive times they can be found on the opposite
side of the center� moving away from it again logarithmically� In particular� solitons and
antisolitons appear exactly in reversed order in the asymptotic forms for �� and  ��

Moreover� solitons and antisolitons always alternate� In particular� for each n there are
only two di
erent types of asymptotic forms� Namely� it su�ces to know whether the wave
which is the farthest to the left in the asymptotic form for �� is a soliton or an antisoliton�
The latter is determined by the sign � of the parameter responsible for the initial position
of the cluster�

It is remarkable that the cluster itself� or� more precisely� the path of its geometric cen�
ter� is not disturbed by the internal collisions which the solitons and antisolitons experience
on their way from one to the other side of the center�

b
 Next consider a pair of complex conjugate eigenvalues �� �� of the same multiplicity
n� Again the solution is a cluster� but now containing n breathers� Except of the fact
that the velocity of the cluster as a whole is given by v � Re

�
f����

�
�Re���� it behaves as

described in a
�
In the asymptotic forms for ��� now only breathers appear� However� the statement

that solitons and antisolitons always alternate remains true if we interprete breathers as a
bound state of a soliton and an antisoliton �confer ����
� Let us in addition point out that
the oscillation of the breathers is synchronized in the asymptotic forms for ���

c
 In general� the solution consists of M �M�  M� single negatons�

M� � *jfj � �� � � � � N j Im��j� � �gj clusters of solitons�antisolitons as in a


M� � *jfj � �� � � � � N j Im��j� � �gj clusters of breathers as in b
�

Hence� it is called an M �negaton �in general M �� N
�
These negatons rather behave like solitons� They collide elastically and the only e
ect

of the collision is a phase�shift �of the whole negaton
� Moreover� the resulting formulas for
phase�shifts �����
 are a very natural extension of the known formulas for the collision of
solitons� from which they di
er only by the exponents nj �

The proof of Theorem ����� follows precisely the line of arguments pursued for Theorem
������ The main advantage in this case is� that the relevant determinant p in the solution
formula of Proposition ����� is considerably easier to handle� because its dimension is only
half as large�

On the other hand we have to overcome the di�culty to include also breathers in our
asymptotic analysis� As bound states of two solitons� these are the lowest�dimensional
examples of a formation of solitons� Solitons in such a formation cannot be separated in
asymptotic terms but have to be treated as a joint entity�

���



In the sequel we will not repeat the full argument but carefully indicate all changes
necessary to adapt the proof of Theorem ����� to the case at hand�

Sketch of the proof of Theorem �����

The organization of the proof will be the same as that of Theorem ������ For every step
we will explain only the necessary modi�cations� As the arguments for p and px are very
similar� we concentrate on the treatment of p�

Part �� Technical reductions

As for the preparational reduction� the main di	erence to the proof of Proposition �����
is that� instead of the operators $��

A�A
�a � c�� $��

A�A
�a � c�� now only one operator �but a

di	erent one�� namely $��A�A�a� c�� is involved� The result is�

Proposition ������ The formula of the solution given in Proposition ����� can be refor�
mulated as follows�

q�x� t� � �i �
�x
log

p�x� t�

p�x� t�
with p�x� t� � det

�
�  iMT

�
�

where
�i
 T �

�
Tij
�N
i�j��

with

Tij �

�
����
�	

�
�  �� �
� � �

��
�

�i  �j

�
�	��
�

������� �ni
������� �nj

�

�ii
 M as de�ned in Proposition ������

Note that the de�nition of the matrix T is di	erent matrix from that in Proposition ������
Subsequently this will lead to minor changes whenever the determinant of T is evaluated�
To be precise� this changes

a� the constants C�� in Proposition ������

b� the initial phases �j � the phase�shifts �
�
j � and the constant dj �

Part �� Asymptotic estimates

Recall that� for j � f�� � � � � Ng� the index � � f�� � � � � Ng is the unique index such that
�� � �j � There are two cases� If �j � R� then � � j� else � �� j�

Step �� The essential change concerns the index sets� because two indices j� � with � �� j
correspond to solitons with the same velocities v� � vj � Since they cannot be separated in
asymptotic terms� they have to be treated on equal footing�
The same reasoning as in the proof of Proposition ����� yields the following result� which

shows how q decomposes into single negatons�

Proposition ������ q�x� t� �
NP

j���
q�j�	�x� t� for t � ���

where

q�j�	�x� t� � �i �
�x
log

p�j�	�x� t�

p�j�	�x� t�
with p�j�	 � det

�
��j�	  iM �j�	T �j�	

�

���



and the entries are de�ned by

T �j�	 �
�
Tij

�
i�j�
�j�

�fj����g
�

I�j�	 � diag
�
I
�j�	
j j j � &�j� 	 fj�� ��g

�
with blocks I

�j�	
j �

�
Inj� � j � fj�� ��g�
�� j � &�j� �

M �j�	 � diag
�
M

�j�	
j j j � &�j� 	 fj�� ��g

�
with blocks M

�j�	
j �

�
Mj� � j � fj�� ��g�
Inj� � j � &�j� �

Step �� Let us �rst adapt the expansion rule� which has been the main tool of the proof
of Proposition ������� to the present situation� To this end� let us consider a matrix S with
the particular block structure

S �
�
Sij

�
i�j�
�j�

�f���j�g
with Sij �

�
S
�
		
ij

�
������� �ni
������� �nj

�

Let us assume �� �� j� for the moment�
For index tuples J � ���� � � � � ��� and K � ���� � � � � ��� with �k� �l � f�� � � � � nj�g�

� � k � 
� � � l � �� we now de�ne S
J b�K� as the matrix
S
J b�K� �� S
J b�K�ij �i�j

where the block S
J b�K�ij is obtained from Sij by maintaining only

�� the rows indexed by

�
J� if i � j��
K� if i � ���

�� the columns indexed by

�
J� if j � j��

K� if j � ���

and� moreover� all maintained columns and rows in the blocks S
J b�K�ij appear in the order
which is indicated by the index sets J�K�

For �� � j�� we can use the usual expansion rule�

Lemma ����
� In the situation described above� the following expansion rules holds�
a
 For �� � j��

det
�
I�j�	  S

�
�

nj�X
���

X
jJj��

�
det

�
S
J� J �

�
�

where the inner sum is taken over all index tuples J from f�� � � � � nj�g�
b
 For �� �� j��

det
�
I�j�	  S

�
�

nj�X
���

nj�X
���

X
jJj��

� X
jKj��

�
det

�
S
J b�K� ��

where the inner sums are taken over all index tuples J� K from f�� � � � � nj�g�
In both cases the prime means that only index sets with strictly increasing entries are

admitted�

Following the arguments of the proof of Proposition ����� �note that for the R�reduction
Theorem ����� su�ces for the calculation of det�T �� we get as result�

���



Proposition ������ On the curve
�
���t�� t

�
� where ���t� � vj�t  �� log jtj��Re��j�� for

� � R� the determinant p�j�	 behaves according to

a
 If �� � j�� then

p�j�	
�
���t�� t

�
� C

� nj�X
���

i����������	� D� G�jtj��t�nj���	�
�h
�  O

� log jtj
t

�i
�

with C � det
�
Tij
�
i�j�
�j�

�

D� �

�
�

��j�

��� Y
j�
�j�

�
�j � �j�
�j  �j�

���nj
�

G� �

Q���
k�� k!Q�

k���nj� � k�!

�
b
�nj�	
j�

�
vj�  f ����j��

�nj������
b
 If �� �� j�� then

p�j�	
�
���t�� t

�
� C

� nj�X
���

nj�X
���

i������������	� ���������	� C�� F��t�F��t� �

�jtj�����	t�nj���	���nj���	�
�h
�  O

� log jtj
t

�i
�

with C as in a
�

C�� �

�
�

��j�

��� � �

��j�

��� ��j� � �j�
�j�  �j�

���� Y
j�
�j�

�
�j � �j�
�j  �j�

���nj ��j � �j�
�j  �j�

���nj
�

F��t� �

Q���
k�� k!Q�

k���nj� � k�!

�
b
�nj�	
j�

�
vj�  f ����j��

�nj��� exp�i Im��jx f���j�t
����

�

In Lemma ������ Proposition ������ the statement a� is a special case of b�� namely � � �
�and �j real��

Now the proof of Proposition ������ carries over in a straightforward manner� and we
obtain the following description of the interior structure of a single negaton�

Proposition ������� q�j�	�x� t� �Pnj���

j����
q�j�j

�
�	�x� t� for t � �� with

q�j�j
�
�	�x� t� � �i �

�x
log

p�j�j
�
�	�x� t�

p�j�j
�
�	�x� t�

�

where

p�j�j
�
�	�x� t� �

���������������

�  i����j���j� �J
�
� exp

�
"�
j�j

�
�
�x� t�

�
� if �� � j��

�  i�J
�
����j�

�
exp

�
"�
j�j

�
�
�x� t�

�
 exp

�
"�
j�j

�
�
�x� t�

��
 exp

�
"�j�j��

�x� t�  "�j�j��
�x� t�

�
� if �� �� j��

and where � � sgn�t�� the function "�
j�j

�
�
�x� t� is de�ned by

"�
j�j

�
�
�x� t� � �j�x f���j��t� J �� log jtj �j�  ��j� � ��

j�j
�
�
 �nj�  J ��� log �j�

for the index J �� associated to j��� and the phase �j� �together with �j� if �� � j�
� the
phase�shifts ��j�� �

�
j�j��

� and �j� as de�ned in Theorem ������

By the same reordering argument as in the proof of Theorem ������ the assertion of
Theorem ����� follows� The sketch of the proof is complete�
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	�� Illustration of the result in the lowest�dimensional cases

In this section� we assemble some computer graphics� which we found instructive during the
preparation� The main point is of course the di	erence between straight lines of solitary
waves and logarithmic rayes of the members of clusters� Furthermore the diagrams con�rm
that the convergence we have established by asymptotic formulas is in fact very rapid�

��	�� Computer graphics for the derivative sine�Gordon equation
in laboratory coordinates

First we provide material for the derivative sine�Gordon equation� which serves as proto�
typical example of the R�reduced AKNS system� For a better geometric description� we
have turned to coordinates � � x t� � � �x t�

First we present pictures of solitons and breathers� which are the building blocks for
the negatons� Note that the plots for breather con�rms nicely its interpretation as a bound
state of a soliton and an antisoliton �see Novikov 
�����

In the pictures� the variables � and � are depicted in canonical fashion�
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��	�� Computer graphics for the Nonlinear Schr�odinger equation

Secondly� we turn to the Nonlinear Schr�odinger equation� which is the most prominent
member of the C �reduced AKNS system� Since its solutions genuinely are complex� here
we plot real part and modulus�

Again we start with a series of plots of one�solitons� Note that these are plotted in the
coordinates �x� vt� t�� where v is the velocity of the soliton�
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Note that the solution is drawn as usual in the coordinates �x� t�� The plot above shows
the modulus� the plot below the real part of the solution�

���



-20

-10

0

10

20-20

-10

0

10

20

-1

-0.5

0

0.5

1

20

-10

0

10

-20

-10

0

10

20-20

-10

0

10

20

-1

-0.5

0

0.5

1

20

-10

0

10

two solitons �a� � ��� � i� a� � ���� meet

Here the same solution is drawn as before� but in the coordinates �x� v�t� t�� v� � �� the
velocity of the soliton corresponding to a�� Again the plot above show the modulus� the
plot below the real part of the solution�

���



-20

-10

0

10

20-20

-10

0

10

20

-1

-0.5

0

0.5

1

20

-10

0

10

-20

-10

0

10

20-20

-10

0

10

20

-1

-0.5

0

0.5

1

20

-10

0

10

negaton �a � ���� consisting of two solitons

This solution is a stationary negaton� which is drawn in the coordinates �x� t�� The plot
above shows its modulus� the plot below its real part�
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This solution moves with velocity v � �� �corresponding to a�� and is drawn in the coor�
dinates �x � vt� t�� Once more the plot above shows its modulus� the plot below its real
part�
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Chapter �

Determination of the phase�shifts

In the proofs of Theorem ����� and Theorem����� we used for the determination of the
phase�shift explicit knowledge of several complicated determinants� The content of this
chapter is to complete the asymptotic analysis by proving the Theorems ������ ������
The results of this chapter may be also of independent operator�theoretic interest� be�

cause they compute the determinants of solutions of the operator equation AX  XB � C
�see Proposition �������

As the following chapter will be very technical� it may be helpful to survey the main
points� We consider matrices of the form T �

�
Tij
�
i������ �N
j������ �M

with the blocks

Tij �

��
�

�i  �j

�
�	�� ��� � ��  ��� ��
�� � ��

��
������� �ni
������� �mj

�Mni�mj
�C ��

where �i  �j �� � �
i� j�� Note T � Mn�m�C � with n �
PN

i�� ni� m �
PM

j��mj � In
particular T need not be square�

To prove Theorem ������ �rst we have to evaluate

det

�
� �T
T � �

�
�

One readily sees �confer Lemma ������ that this determinant is only non�zero for square
matrices T � in which case our task can be reduced to the evaluation of det�T ��

In the very special case that all mj � nj � � �corresponding to N �solitons�� the result
is classical �see 
���� p� �������� 
���� VII� x�� Nr� ��� The general case is substantially more
involved and will be treated in Theorem ������ The proof contains the main ideas of the
present chapter�
Formj � nj the result was already proved in the author�s thesis 
���� Actually this case

would be su�cient for the proof of the asymptotics in the R�reduced case in Theorem �����
�see also 
���� 
����� but not for the C �reduction in Theorem ������
Next we turn to the evaluation of determinants of the form

det

�
� �T
T � f � f

�
�

where f � f is a matrix representing a one�dimensional operator� Now there are two cases
where the determinant can be non�trivial �see Proposition ������� If T is a square matrix�
general arguments reduce our task to Theorem ������ but we have also examine the case
where T is an n� �n ���matrix� This is done in Theorem ������
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�� Extension of a result of Cauchy

In this section we prove Theorem ������ In the simplest case �nj � mj � �� the result was
already known by Cauchy �
���� p� ��������� see also Lemma ������ For nj � mj the result
was shown in the author�s thesis �
���� Theorem ������� The proof presented below is an
extension of the argument in 
����

To start with� we introduce the following notation� Calculating determinants� the �rst
row#column often has to be treated separately� In this case we write

det �Tij� i������ �N
j������ �M

� det

�
T�� T�j
Ti� Tij

�
i	�
j	�

�

Now we state the �rst main result of this chapter�

Theorem ������ Assume that �i� i � �� � � � � N � and �j� j � �� � � � �M � are complex num�
bers satisfying �i  �j �� � for all i� j� Let ni� i � �� � � � � N � and mj � j � �� � � � �M � be

natural numbers such that
PN

i�� ni �
PM

j��mj � n�

Then the determinant of the matrix T � �Tij� i������ �N
j������ �M

� Mn�n�C � with the blocks

Tij �
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�i  �j

�
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������� �ni
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�Mni�mj
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has the following value�
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i��

MY
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Before we enter the proof� we discuss two special cases� each of them requiring a strategy
of its own� In the proof of Theorem ����� we will combine both strategies skilfully�
First we treat the case of one�dimensional blocks� i�e�� nj � mj � � for j � �� � � � � N �

Here the result is classical� see 
���� We recall the proof in 
���� but modify the arguments
slightly to adapt it to the proof of Theorem ������

Lemma ������ Let �i� �j � C � i� j � �� � � � � N � with �i  �j �� � 
i� j� Then

det

�
�

�i  �j

�N

i�j��

�
NY
i��

�
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��i  �j���j  �i�
�

Proof We pursue the following strategy�

�i� �Manipulations with respect to rows� Subtract the �rst row from the i�th row for
i � �� � � � � N �

�ii� �Manipulations with respect to columns� Multiply the �rst column by ��� ������� �j�
and then subtract it from the j�th column for j � �� � � � � N �

This yields
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Next we extract the common factors �����j����� �j� from the j�th column �j � �� � � � � N�
and �����i����i ��� from the i�th row �i � �� � � � � N�� Finally� expanding the determinant
with respect to the �rst column� we obtain
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and the assertion follows by induction�

Next we consider the case that T only consists of a single block� i�e�� M � N � ��

Lemma ������ For � � C � it holds

det
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�
�  � � �
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��n


�	��

� �n
�
�

Proof With special regard to the order induced by the numbering of the indices� we pursue
the following strategy�

�i� �Manipulations with respect to colums� Multiply the �� � ���th column by � and
subtract it from the ��th column for � � n� � � � � ��

�ii� �Manipulations with respect to rows� Multiply the �� � ���th row by � and subtract it
from the ��th row for � � n� � � � � ��

This results in
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Next we expand the determinant� and then extract the factor ��� which all the remaining
rows and columns have in common� We end up with
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and the assertion again follows by induction�

Keeping these strategies in mind� we now enter the proof of Theorem ������

Proof �of Theorem ������ It su�ces to consider the situation where �i �� �j for all
i� j � �� � � � � N � i �� j� and �i �� �j for all i� j � �� � � � �M � i �� j� since otherwise the matrix
T would contain linearly dependent columns or rows�
Our aim is to argue by induction� To keep the manipulations as clear as possible�

we replace the usual operations of columns#rows by the multiplication with corresponding
matrices�

We use the following notations� By Tij we denote the ij�th block of T � and for its entries
we write

Tij �

��
�

�i  �j

�
�	��

t
i� j�
	

�
������� �ni
������� �mj

� �����

In the proof we will construct matrices T hki with blocks T hkiij � The numbers t
i� j�
hki

	 will be

related to the entries of T
hki
ij exactly as in ������

Moreover� we de�ne
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� �ij �
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� +j �
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� and �ji �
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�i  ��

�����

for i � �� � � � � N � j � �� � � � �M � Note in particular� ��j � � and ��i � � �
i� j��

Claim �
 det�T � � det�T h�i�� where the blocks T
h�i
ij � i � �� � � � � N � j � �� � � � �M � of T
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are given by �modulo �������
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Proof of Claim �
 �Arguments within the single blocks� Here we use the strategy
developed in Lemma ����� to create zero entries in the �rst column of the blocks Ti��
i � �� � � � � N � and in the �rst row of the blocks T�j � j � �� � � � �M �
To this end� de�ne
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Since the det�Xi� � det�Yj� � � 
i� j� the following manipulation does not change the
value of the determinant of T �

det�T � � det
�	BB


X� � � � � �
� X� � � � �
� � � � � � � � � � � � � � � � � �
� � � � � XN

�CCAT

	BB

Y �
� � � � � �
� Y �

� � � � �
� � � � � � � � � � � � � � � � �
� � � � � Y �

M

�CCA�
� det

�
XiTijY

�
j

�
i������ �N
j������ �M

�

Let us now explicitly calculate T
h�i
ij � XiTijY

�
j � Mni�mj

�C �� where we use the notation

introduced in the beginning of the proof for the entries of T
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This completes the pro	 of Claim ��

Claim �
 det�T h�i� � det�T h�i�� where the blocks T
h�i
ij � i � �� � � � � N � j � �� � � � �M � of T
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are given by
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and t
i� j�h�i
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	 whenever ��� �� �� ��� ��� In other words� in each block T h�iij we do
only change the ��� ���entry�
In particular�

T
h�i
�� �

	
 �

��  ��
�

� �

�A
�	�
�	�

and T
h�i
�j �

�
� �
� �

�
�	�
�	�

for j � ��

Proof of Claim �
 �Arguments between the single blocks�Now we apply the strategy
explained in Lemma ����� with respect to the ��� ���entries of all blocks�

Recall that we denote by e
��	
k the �rst standard basis vector in C k � De�ne the matrices

Xi � �e��	n� � e��	ni � Mni�n��C �� Yj � �yj e��	m�
� e��	mj

� Mmj�m��C ��

with yj �
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for i � �� � � � � N � j � �� � � � �M � and consider the manipulation
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Concretely this means that we subtract the �rst row from the �rst rows of the horizontal
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h�i
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Exploiting the concrete form of T
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j� and T h�ii� �
i� as given by Claim �� we directly
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Thus it is straightforward to check
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Since ��i � � for all i� this completes the proof of Claim ��
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The new dimensions are de�ned by bn� � n� � � and bni � ni for i � �� � � � � N � as well asbm� � m� � � and bmj � mj for j � �� � � � �M � For simplicity� we consider matrices of the
types �� k� k � � as non�existent�

In particular� T h�i � Mn���n���C ��

Proof of Claim �
 �Expansion of the determinant� As a preparation� we simplify the
results observed so far�

To this end� abbreviate � � ���  ���
��� The entries of T

h�i
�� only experienced the

strategy of the �rst step� This was described in Lemma ����� and we can copy the results
from there �they are recorded below��

As for the entries of T
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�j � j � �� we rewrite �j� � ���  �j��+j �recall ��j � ��� to see
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As for the entries of T
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i� � i � �� inserting �i� � ��i  ����$i �recall also ��i � �� we

analogously get

t
i� ��h�i�	 � ��i  ����$i �
���
t
i� ��h�i
	 �

�

�	��

��

�
 
�

�	��

��

�
��i  ����$i

����	
� ��i  ����

��
�	��

��

�
��  $i�  

�
�	��

��

�
$i
�

� ��i  ����
��


�	��

��

�
 
�

�	��

��

�
$i

�
�
� � �� 
� � ���

Above we have used the identities
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There is no need to consider T
h�i
ij for i � �� j � �� since these blocks are not altered by the

expansion below�
Let us sum up what we have achieved so far�

T
h�i
�� �

�
� �

� ��
�

�
�����

�
�	�� �

�	��

��

� �
�	�
�	�

�

T
h�i
�j �

�
� �

�
�

�
����j

�
��
+j �

�
�

����j

�
�	�� ��
�	��

��

�
 
�
�	��

	��

�
+j

� �
�	�
�	�

� j � ��

T
h�i
i� �

	
 �$i �
�

�
�i���

�	��
$i

� �
�

�
�i���

�
�	�� ��

�	��

��

�
 
�

�	��

��

�
$i
�
�A

�	�
�	�

� i � ��

Note that� in the �rst row of T h�i� only the �rst entry is non�zero� Hence expanding reduces
the dimension by one� and Claim � then follows by extracting the factor � which is common
to

�i� the ��th row� � � �� � � � � n�� of the blocks T
h�i
�j �
j��

�ii� the ��th columns� � � �� � � � � m�� of the blocks T
h�i
i� �
i��

���
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�
det�bT�� where the blocks bTij for i � �� � � � � N �

j � �� � � � �M of bT are given by
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�
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and bni� bmj are de�ned as in Claim ��

Therefore� bT is a matrix of the same form as T but of lower dimension�

Proof of Claim �
 �Reestablishing the original structure� For i � �� � � � � N � j �
�� � � � �M we de�ne the matrices

Xi �
�
x
i�
	

�bni

�	��

� Mbni�bni�C � with x
i�
	 �

�
�� � � ��

x
�	i � � � ��

Yj �
�
y
j�
	

�bmj


�	��
� Mbmj�bmj

�C � with y
j�
	 �

�
�� � � ��

y
�	j � � � ��

where xi � � �

�i  ��
$��i � yj � � �

��  �j
+��j � Again det�Xi� � det�Yj� � �� and thus the

following manipulations are allowed�

det�T h�i� � det
�	BB


I � � � � �
� X� � � � �
� � � � � � � � � � � � � � � �
� � � � � XN

�CCAT h�i

	BB

I � � � � �
� Y �

� � � � �
� � � � � � � � � � � � � � � �
� � � � � Y �

M

�CCA�

� det

�
T
h�i
�� T

h�i
�j Y

�
j

XiT
h�i
i� XiT

h�i
ij Y �

j

�
i	�
j	�

� det�T h�i��

Here T h�i has the blocks T
h�i
ij � XiT

h�i
ij Y �

j � where� for the sake of convenience� we adopt the

convention X� � I � Mbn��bn��C � and Y� � I � Mbm�� bm�
�C �� With regard to �� � � the

latter can also be stated by x� � y� � ��

Calculating the entries of T
h�i
ij we get�

�

�i  �j

�
�	��

t
i� j�h�i
	 �

X

���

	X
���

�
�

�i  �j

������

x
��i t
i� j�
h�i
�� y	��j

�

�
�

�i  �j

�
�	�� 
X
���

	X
���

�
��i  �j�xi

�
���
��i  �j�yj

�	��
t
i� j�

h�i
�� �

With pij �� ��i  �j�xi and qij �� ��i  �j�yj � the above identity rewrites as

t
i� j�h�i
	 �

X

���

	X
���

p
��ij q	��ij t
i� j�
h�i
�� � �����

where� for later use� we note

pij �

���
�� i � �� j � ��

�$��i � i � �� j � ��
�� ���ij � i � �� j � ��

qij �

���
�� j � �� i � ��

�+��j � j � �� i � ��

�� ���ji � j � �� i � ��

�����

���



To evalulate ������ the following simple identity� which can be shown by an obvious argument
with telescope sums� is helpful� For � � C and S� R � N�

RP
r��

�R�r
h�

S�r��
S��

�� ���
�
S�r��
S��

�i
� �R�� � ���

�
S�R��
S��

�
� �����

We start with the calculation of ����� in the case i � �� j � �� Since p�j � �� +j � �q���j

for j � � by ������ we observe

t
�� j�h�i
	 �

	X
���

q	���j t
�� j�h�i
�

� q	���j +j  

	X
���

q	���j

h�
����

��

�
 
�
����

	��

�
+j

i
� �q	���j  

	X
���

q
	��
�j

h�
����

��

�� q���j

�
����

��

�i
����	
� �q���j

�

�	��

��

�
� +j

�

�	��

��

�
�

Analogously� in the case i � �� j � � we get t
i� ��
h�i

	 � $i

�
�	��

��

�
�

The case i � �� j � � is slightly more involved� Here �ij � ���pij���� �ji � ���qij����

again by ������ Thus the entries t
i� j�
h�i
�� we start from are represented as

t
i� j�
h�i
�� � �ij�ji �

�
��� pij���� qij�

���
�

t
i� j�
h�i
�� � �ji �

�
��� pij���� qij�

��� ���� pij�� � � ��

t
i� j�
h�i
�� � �ij �

�
��� pij���� qij�

��� ���� qij�� 
 � ��

t
i� j�
h�i
�� �

�
�����
���

�
�ij  

�
�����
���

�
�ji  

�
�����
���

��
�  �ij�ji



�
�
��� pij���� qij�

���h������
���

�� qij
������

���

�� pij
������

���

�
 pijqij

������
���

�i
�

� � �� 
 � ��

the latter by the usual properties of binomial coe�cients� Let � � �� � � �� Exploiting
these representations� we obtain

��� pij���� qij�

	X
���

q	��ij t
i� j�
h�i
��

� �qij
	X

���

q	��ij

h������
���

�� q��ij
������

���

�i
 pijqij

	X
���

q	��ij

h������
���

�� q��ij
������

���

�i
����	
� �qij

�
q	��ij � q��ij

�
��	��
���

��
 pijqij

�
q	��ij � q��ij

�
��	��
���

��
�

h���	��
���

�� pij
���	��

���

�i � q	��ij ��� pij�

�
h�

��	��
	��

�� pij
�
��	��
	��

�i � q	��ij ��� pij�� if � � ��

Hence�

��� pij���� qij�

X

���

	X
���

p
��ij q	��ij t
i� j�
h�i
��

���



� �pij

X

���

p
��ij

h���	��
	��

�� p��ij
���	��

	��

�i
 pijq

	��
ij


X
���

p
��ij ��� p��ij �

����	
� �pij

�
p
��ij � p��ij

�

�	��
	��

��
 pijq

	��
ij

�
p
��ij � p��ij

�
�

�
�	��
	��

�
 
�
��� p
��ij ���� q

	��
ij �

� ��� �����

In addition� we immediately verify

��� pij���� qij�
�
p
��ij q	��ij t
i� j�

h�i
��  q	��ij


X
���

p
��ij t
i� j�
h�i
��  p
��ij

	X
���

q	��ij t
i� j�
h�i
��

�
� p
��ij q	��ij  q	��ij


X
���

p
��ij ��� pij�  p
��ij

	X
���

q	��ij ��� qij�

� ���� p
��ij ���� q	��ij �  �� �����

Consequently� inserting ������ ����� into ����� yields �� � pij��� � qij� t
i� j�
h�i
�� �

�
�	��

��

�
�

which by ������ ����� �nally shows

t
i� j�
h�i
�� � �ij�ji

�

�	��

��

�
� $i+j

�

�	��

��

�
�

To sum up�

T
h�i
�� �

bT��� T
h�i
i� � $i bTi�� i � ��

T
h�i
�j � +j

bT�j� j � ��
T
h�i
ij � $i+j

bTij� i � �� j � ��

and Claim � follows by extracting common factors�

Induction with respect to the dimension n
 We conclude by carrying out the induction
argument� To this end� assume that the assertion holds for all dimensions less then n� By
Claim � to Claim ��

det�T � �

�
�

��  ��

�n��m��� NY
i��

�
�� � �i
�i  ��

�ni MY
j��

�
�� � �j
��  �j

�mj

det� bT �� �����

where bT �Mn���n���C � is of the same structure as T � Thus� by assumption�

det� bT � � NY
i�j
i�j��

��i � �j�
bnibnj

MY
i�j
i�j��

��i � �j�
bmi bmj

� NY
i��

MY
j��

��i  �j�
bni bmj

� )

�
�

��  ��

��n���	�m���	 NY
i��

�
��� � �i�

n���

��i  ���m���

�ni MY
j��

�
��� � �j�m���

���  �j�n���

�mj

������

for ) �
NY

i�j��
i�j

��i � �j�
ninj

MY
i�j��
i�j

��i � �j�
mimj

� NY
i��

MY
j��

��i  �j�
nimj �

Inserting ������ into ����� immediately yields the desired formula for det�T ��
Therefore� Theorem ����� is shown�

���




�� Determinants of double size with a one�dimensional

perturbation

Now we are in position to �ll in the last remaining gap in Theorem ������ The following
theorem contains the determination of the phase�shifts�

Theorem ������ Assume that �i� i � �� � � � � N � and �j� j � �� � � � �M � are complex num�
bers with the property �i �j �� � for all i� j� Let ni� i � �� � � � � N � and mj� j � �� � � � �M �

be natural numbers� and set n �
PN

i�� ni� m �
PM

j��mj�

De�ne the matrix T � �Tij� i������ �N
j������ �M

� Mn�m�C � with the blocks

Tij �

��
�

�i  �j

�
�	�� ��  �� �
� � �

��
������� �ni
������� �mj

�Mni�mj
�C �

and the vector f � �e
��	
m� � � � � � e

��	
mM
�� � Cm consisting of the �rst standard basis vectors

e
��	
mj � Cmj for j � �� � � � �M �

If m � fn� n �g� then

det

�
� �T
T � f � f

�
�

NY
i�j
i�j��

��i � �j�
�ninj

MY
i�j
i�j��

��i � �j�
�mimj

� NY
i��

MY
j��

��i  �j�
�nimj �

Recall that T � denotes the transposed of T �

Proof As in the proof of Theorem ������ it su�ces to consider the situation where �i �� �j
for all i� j � �� � � � � N � i �� j� and �i �� �j for all i� j � �� � � � �M � i �� j�

To start with� we consider the case m � n� Then T is a square matrix� and invertible
by Theorem ������ By Lemma �����

det

�
� �T
T � f � f

�
� det

�
I �

��f � f�T�� I

�
det

�
� �T
T � �

�
� det

�
T
��
�

Thus our task is reduced to Theorem ����� and the assertion follows� It remains to treat
the case m � n ��

In the case m � n  �� the proof follows to some extent the arguments of the proof of
Theorem ������ For convenience we premise an outline of the main steps�
First� to simplify the argument� we write

det

�
� �T
T � f � f

�
� ����n det�S�� where S �

�
� T

T � f � f

�
�

As for the calculation of det�S�� we proceed as follows�

Step �
 �Preparational manipulations� First we apply the strategy developed in
Claim � and Claim � of the proof of Theorem ����� to the block T in the upper right
corner of S� where we only have to pay attention to the fact that T is no longer a
square matrix� Secondly we perform the transposed strategy with respect to the block
T � in the lower left corner of S�

���



If the manipulations applied to T are written as matrix multiplication XTY � with
X � Mn�n�C �� Y � Mm�m�C �� then the transposed manipulations amount to Y T

�X ��
As a consequence�

det�S� � det
�� X �

� Y

��
� T
T � f � f

��
X � �
� Y �

��
� det

�
� XTY �

�XTY ��� �Y f�� �Y f�
�
� ������

Obviously these manipulations do not change the zero block in the upper left corner
of S� but we have to check their e	ect on the one�dimensional perturbation f � f in
the lower right corner of S�

Step �
 �Expansion of the determinant� By the proof of Theorem ������ the block
XTY � has zero entries in the �rst row with the only exception of the ��� ���entry� In
analogy� the block �XTY ��� has zero entries in the �rst column� again except of the
��� ���entry�

Thus we can expand det�S�� with respect to �i� the �rst column and �ii� the �rst row�
reducing both dimensions n� m of the problem by one� As a result we obtain

det�S� � �� det�bS� with � � C and bS � Mn�m���n�m���C ��

Step �
 �Reestablishing the original structure� In the last step we prove that

det�bS� � b� det� � bTbT � bf � bf
�
�

where bT � Mn���m���C �� bf � Cm�� are of the same structure as in Theorem ������

and b� � C � To this end� we use the strategy developed in Claim � of the proof of
Theorem ����� in the same manner as in Step ��

Summing up the content of Step � to Step �� we observe

det

�
� �T
T � f � f

�
� ����n det�S� � ����n���b� det�bS�
� �b� det� � � bTbT � bf � bf

�
�

The result then follows by induction�

Recall that for T �
�
Tij

�
i������ �N
j������ �M

�and analogously for f �
�
fj
�M
j��
� we often use the

notation�
T�� T�j
Ti� Tij

�
i	�
j	�

or
�
f�� fj

�
j
�

respectively�

if the blocks Tij � Mnimj
�C � with i � �� j � � �or the vector fj � Cmj with j � �� are

treated separately from the others�

Let us now enter the proof� In the sequel we will use the notation X
hki
i � Y

hki
j for

the matrices Xi� Yj used in the proof of the k�th claim of Theorem ������ Note that

their dimension depends on k� for example Y
h�i
j � Mmj �mj

�C � for j � �� � � � �M and

Y
h�i
j � Mmj�m��C � for j � �� � � � �M �

���



To keep the presentation as clear as possible� we gather the Y
hki
j in one common matrix

Y hki� Analogously� the matrix Xhki collects the X
hki
j � For example�

Y h�i �

	B
 Y
h�i
� �� � �
� Y

h�i
M

�CA � Y h�i �

	BBB

� � � � � �

Y
h�i
� � � � � �
� � � � � � � � � � � � � � �

Y
h�i
M � � � � �

�CCCA � ������

Recall det�Xhki� � det�Y hki� � � for all k�
Note that the manipulations with respect to rows and columns used in the proof of

Theorem ����� apply for n� m arbitrary� The fact that T is a square matrix was only
needed for the existence of det�T �� Hence we can be brief in the following arguments�

Step �
 With X � Xh�iXh�i� Y � Y h�iY h�i� we can apply ������� since det�X� � det�Y � �
�� and it follows

det�S� � det

�
� T h�i

�T h�i�� f h�i � f h�i

�
�

where T h�i is the matrix obtained in Claim � and Claim � of the proof of Theorem ������
and f h�i � Y f � With f � �fj�

M
j��� we infer by ������

f h�i �
�
Y
h�i
� f�� Y

h�i
j fj  Y

h�i
j Y

h�i
� f�

�
j
�

�

Inserting the concrete forms for Y
h�i
j � Y

h�i
j � as given in the proofs of Claim � and Claim ��

Theorem ������ and fj � e
��	
mj � we get

Y
h�i
j fj � e��	mj

� �

��  �j
e��	mj

� j � �� � � � �M�

Y
h�i
j Y

h�i
� f� � ���  ��

��  �j
e��	mj

� j � �� � � � �M�

where� for simplicity� we consider the 
�th standard basis vector e
��	
k � C k as non�existent

for k � 
� In summary�

f h�i �

�
e��	m�

� �

��  ��
e��	m�

� ��� � �j
��  �j

e��	mj
� �

��  �j
e��	mj

�
j
�

� ������

The key point is that� except of the ��� ���entry� T h�i has only zero entries in the �rst row�
Similarly� �T h�i�� has only zero entries in the �rst column except of the ��� ���entry� The
value of these ��� ���entries is ���  ���

���

Step �
 Set � � ���  ���
��� In the proof of Claim �� Theorem ������ we have shown that

the matrix T h�i is of the form

T h�i �

	B
 � � �

� ��T
h�i
�� �T

h�i
�j

� �T
h�i
i� T

h�i
ij

�CA
i	�
j	�

�
T
h�i
�j with n� � � rows �
j��

T
h�i
i� with m� � � columns �
i��

with T
h�i
ij as de�ned in Claim � of the proof of Theorem ������

���



Moreover� by ������ we have obtained f h�i �
�
f
h�i
j

�M
j��
� where f

h�i
� � ������ �� � � � � �� �

�����e��	m���
�� Let us de�ne

f
h�i
j �

�����
e
��	
m���

� j � ��

�f h�ij �
�� � �j
��  �j

e��	mj
 

�

��  �j
e��	mj

� j � ��
������

Then f h�i � � � ��� �f
h�i
� � f

h�i
j

�
j
�
�

Since f h�i � f h�i � ��f h�i�� ��f h�i�� the one�dimensional block becomes

f h�i � f h�i �

	B
 � � �
� �� f

h�i
� � f

h�i
� � f

h�i
j � f

h�i
�

� � f
h�i
� � f

h�i
i f

h�i
j � f

h�i
i

�CA
i	�
j	�

�

Therefore�� the expansion results in

det�S� � �
�

�

��  ��

���n��m���	

det�bS� with bS � �
� T h�i

�T h�i�� f h�i � f h�i

�
�

where� as usual� f h�i �
�
f
h�i
j

�M
j��
�

Step �
 To reestablish the original structure of the determinant� we apply the manipu�
lations used in Claim � of the proof of Theorem ������ Arguing analogously to ������� we
infer

det�bS� � det�Sh�i� with Sh�i �

�
� T h�i

�T h�i�� f h�i � f h�i

�
where� by Claim � in the proof of Theorem ������ T h�i di	ers from a matrix bT of the same
structure as in the assertion only by certain factors� To be precise� T h�i has the blocks

T
h�i
�� �

bT��� T
h�i
i� � $i bTi�� i � ��

T
h�i
�j � +j

bT�j� j � ��
T
h�i
ij � $i+j

bTij� i � �� j � ��

with $i� +j de�ned as in ����� and bT �� bTij � i������ �N
j������ �M

as in the assertion of Claim ��

Moreover�

f h�i � Y h�if h�i�

�For illustration� the determinant to be expanded has the form

������������������

� � � � � �

� � � � �� T
h�i
�� � T

h�i
�j

� � � � � T
h�i
i� T

h�i
ij

� � � 	 � �
� �� �T h�i�� �� � �T h�ij� �� � �� f

h�i
� � f

h�i
� � f

h�i
j � f

h�i
�

� � �T h�i�i �� �T h�iji �� � � f
h�i
� � f

h�i
i f

h�i
j � f

h�i
i

������������������

���



Inserting Y h�i � diagfY h�i
j jj � �� � � � �Mg with Y h�i

� � �� and using ������ ������� we observe

f h�i �

�
e
��	
m���

� Y
h�i
j

h
+je

��	
mj
 

�

��  �j
e��	mj

i�
j
�

�

As in Claim �� set yj � � �
���  �j�+j

���
� Then� from the concrete form of Y

h�i
j �

j � �� � � � �M � in Claim �� we immediately �nd

Y
h�i
j

h
+je

��	
mj
 

�

��  �j
e��	mj

i
� +je

��	
mj
 

mjX
	��

�
+jy

mj��
j  

�

��  �j
y
mj��
j

�
e�		mj

� +je
��	
mj
 

�

��  �j

mjX
	��

�
� �

yj
y
mj��
j  y

mj��
j

�
e�		mj

� +je
��	
mj
�

As a consequence�

f h�i �
�
e
��	
m���

� +je
��	
mj

�
j
�

�
� bf�� +j

bfj �j
��
if we de�ne bf� � e

��	
m���

and bfj � e
��	
mj � In addition� set

bf � � bfj�Mj���
Therefore�� we can extract the factor $i from the ni rows� i � �� � � � � N � of the blocks

in the upper right corner of Sh�i and the factor +i from the mi rows� i � �� � � � �M � of
the blocks in the lower left corner of Sh�i� Similarly� we extract the factor +j from the mj

columns� j � �� � � � �M � of the blocks in the upper right corner of Sh�i and the factor $j
from the nj columns� j � �� � � � � N � of the blocks in the lower left corner of Sh�i�
As a result�

det�bS� � NY
i��

$�ni
i

MY
j��

+
�mj

j det

�
� bTbT � bf � bf

�
�

Result of Step� to Step �
 Let us sum up what we have achieved so far� Namely�
starting from the original matrix� we get

det

�
� �T
T � f � f

�
� ����n det�S�

Step �
� ����n��

�
�

��  ��

���n��m���	

det�bS�
Step �
� ����n��

�
�

��  ��

���n��m���	 NY
i��

$�ni
i

MY
j��

+
�mj

j det

�
� bTbT � bf � bf

�

�

�
�

��  ��

���n��m���	 NY
i��

$�ni
i

MY
j��

+
�mj

j det

�
� � bTbT � bf � bf

�
�

�For illustration� in summary we now have observed

jSh
ij �
������

� T h
i

�T h
i�� f h
i� f h
i

������ �

������������

� � bT�� �j
bT�j

� � �i
bTi� �i�j

bTij
bT ��� �j

bT �j� bf� � bf� �j
bfj � bf�

�i
bT ��i �i�j

bT �ji �i
bf� � bfi �i�j

bfj � bfi

������������

���



Inserting ������ we in summary have proved

det

�
� �T
T � f � f

�
� ������

�

�
�

��  ��

���n��m���	 NY
i��

�
�� � �i
�i  ��

��ni MY
j��

�
�� � �j
��  �j

��mj

det

�
� � bTbT � bf � bf

�
�

where the latter matrix is of the same structure as in the assertion� but of lower dimension�

Induction
 Comparison to the proof of Theorem ����� shows that the induction step with
respect to ������ can be carried over almost literally� The only di	erence is an additional
square appearing in the factors�

This completes the proof�

���



Chapter �

Countable superpositions of

solitons and negatons for the

reduced AKNS systems

It is a characteristic property for soliton equations that solutions with particle�like be�
haviour can be combined to solutions representing the interaction of �nitely many particles
by 
nonlinear superposition�� Hence it is quite naturally to ask whether it is possible to
superpose also countably many particles�
For solitons� the problem is the following� Given a sequence

��� ��� � � � � �N � �N��� � � �

the �rst N parameters correspond to an N �soliton q�N	 �neglecting initial positions for the
moment�� Now one would like to �nd conditions on this sequence such that �i� the limit
q � limN�� q�N	 exists and �ii� q still solves the reduced AKNS system�

The study of the question was initiated by Gesztesy� Karwowski� and Zhao� In 
����

��� they were able to �nd for the KdV equation su�cient conditions for the convergence of
countable superpositions of solitons� The passage to the limit is achieved by hard analysis
going through the complete inverse scattering method� Related results were established for
the Toda lattice in 
��� and the KP and mKP equation in 
����
The main novelties of this chapter are the following� First we prove the existence of

countable superpositions for the C � and R�reduced AKNS systems� This is done in full
generality� i�e�� for any admissible choice of f�� Secondly this is not only done for solitons
�as in all preceding references� but also for negatons and breathers� Since negatons are
regular for both the C � and R�reduced AKNS systems �indeed even treatable by the inverse
scattering method�� this result is particularly interesting�
Furthermore we observe that� working on the general AKNS system� one cannot hope

for optimal conditions� simply because the integral terms require strong decay conditions
for x� ��� We will show that for individual equations for which the integral terms cancel
the superposition results can be considerably sharpened� In Sections ������ ����� this will
be done for the Nonlinear Schr�odinger and the modi�ed Korteweg�de Vries equations� In
the former case countable superpositions appear for the �rst time in the literature� On the
level of individual equations we have established results about countable superpositions of
solitons before �
�� for the Korteweg�de Vries equation� 
��� for the sine�Gordon equation�

��� for the Kadomtsev�Petviashvili equation� and 
��� for the Toda lattice�� It can be shown
�see 
���� 
���� that the corresponding theorems in 
���� 
���� 
��� are covered by our results�
We give the full program for the C �reduced AKNS system� The �rst essential step

is to derive a solution formula for generating operators A on sequence spaces� Sequence

���



spaces are not only the natural framework to treat countable superpositions� but also have
the advantage that a bounded operator T has a canonical complex conjugate T � which is
necessary to achieve the reduction� At �rst glance one could be tempted to do this with
adjoint operators on Hilbert spaces� but this would contradict the essence of our approach
which is� very roughly speaking� that 	� possesses the 
best� determinant�

The use of generalized diagonal operators A to realize countable superpositions of nega�
tons is clearly motivated by Chapter �� Then the decisive condition on shape and velocity
of the appearing negatons is encoded in spec�A� and the multiplicity of the eigenvalues�
Our main result in this context is Theorem ����� which proves� for the full C �reduced AKNS
system� the existence of countable superpositions of negatons� if the real parts of the eigen�
values are positive� bounded away from zero� and the size of the negatons �the number
of their solitons� which coincides with the multiplicity of the corresponding eigenvalue�
is bounded� In this case we have � �� spec�A�  spec�A� and the theorem of Eschmeier
and Dash#Schechter 
���� 
��� yields a systematic and satisfying method to extract scalar
solutions�

On the other hand it is known from the results about individual equations� that count�
able superposition is already possible under weaker assumptions than � �� spec�A� spec�A��
In Theorem ������ we present the strengthened result for the Nonlinear Schr�odinger equa�
tion� Geometrically� we can drop the assumption that the 
width� of the waves is bounded�
In the proof we can no longer use the Eschmeier� Dash#Schechter theorem� but have to pro�
duce one�dimensionality by using factorization techniques in the spirit of the Grothendieck
theorem� Roughly speaking the idea is to exploit convergence not in the original� but in
appropriate intermediate spaces�

As usual we obtain nicer formulas for the R�reductions� These are gathered in Section
���� In addition we will explain how to integrate breathers into the picture� Finally we
state sharpened results for the modi�ed Korteweg�de Vries equation�

On the various levels outlined above we will provide a construction called universal
realization� It tells that all our solutions can a posteriori reformulated in terms of the
nuclear determinant on 	�� This eventually proves that our superpositions are limits in
the usual sense� In particular� we see that the negatons encoded in A really appear in the
solution and are not lost by some hidden cancellation� As corollaries we will obtain results
on global regularity and reality �in the R�reduced case��

��� Solution formulas for the C �reduced AKNS system based

on sequence spaces

Throughout this chapter we will work on sequence spaces� the appropriate framework for
countable superposition� Note that� for the C �reduced AKNS system� it is furthermore
important to work on spaces where a canonical complex conjugate of operators is de�ned�
In this section we deduce the crucial solution formulas from the general formulas of

Chapter �� Together with those for the C �reduced AKNS system� we also provide a solution
formula for the Nonlinear Schr�odinger equation which has the advantage to come without
any growth conditions�

But �rst we gather some background material on traces and determinants on quasi�
Banach operator ideals� which will play a decisive role in the sequel� In Appendix B the
reader �nds a concise introduction to this topic� For thorough information see 
���� 
����


���� Preliminaries

To start with� we introduce the quasi�Banach ideal of operators factorizing over an L��
space� a Hilbert space and an L��space� Let E� F be arbitrary Banach spaces� An operator

���



T � L�E� F � belongs to the ideal L� �H�L� if there exists a Hilbert space H � an L��space�
and an L��space such that T factors in the following manner

T � Y SRX with

X � L�E�L��� R � L�L�� H�� S � L�H�L��� and Y � L�L�� F ��
With respect to the quasi�norm

k T j L� � H � L� k� inf
n
k Y k � k S k � k R k � k X k

��� T � Y SRX
o
�

where the in�mum is taken over all factorizations of T � L� �H�L� becomes a quasi�Banach
operator ideal�

Proposition ������ The quasi�Banach operator ideal L� � H � L� possesses a spectral
determinant det�� which is even continuous�

The proof can be found in Aden#Carl 
��� It mainly bases on Grothendieck�s theorem �see
Pisier 
���� and an application of the deep result of White 
���� �confer also Proposition
B������

Let us next recall a well�known property of nuclear operators on the sequence space 	�
�see for example Pietsch 
����� Any operator T � N �	�� can be expressed by an in�nite
matrix� say T � ��ij�

�
i�j��� such that k T j N k� P

i supj j �ij j� For the determinant
detN �I  T � the following expansion holds

detN �I  T � � �  
�X
n��

�n�T � �����

where �n�T � �
�

n!

�X
i���

� � �
�X

in��

det

	B
 �i�i� � � � �i�in
���

���
�ini� � � � �inin

�CA �

In the following chapter we shall mainly use three determinants� the above mentioned
determinants on N �	�� and L� �H �L�� and furthermore the spectral determinant on N �

�
�

Next we turn to more speci�c properties of these determinants for operators on sequence
spaces� To this end� let E� F be classical sequence spaces� i�e�� c� or 	p �� � p ���� First
note that any operator T � L�E� F � is represented by an in�nite matrix ��ij��i�j�� in the
sense that

T� �
�X

j

�ij�j

�
i

for � � ��i�i�

Then the notion of the complex conjugate T of T can be canonically de�ned as the operator
T � L�E� F � generated by the in�nite matrix �� ij��i�j���
We need a lemma about compatibility of determinants with complex conjugation�

Lemma ������ Assume that one of the following situations holds for a r�Banach operator
ideal A �� � r � �
 with determinant � and a Banach space E�

�� A is N �
�
�r � �

�
� � the spectral determinant det� on N �
�
� and E a classical sequence

space�

�� A is N �r � �
� � the nuclear determinant detN on N restricted to the class of
Banach spaces with approximation property �a�p�
� and E � 	��

Then� for any T � A�E�� we have T � A�E�� and it holds

��I  T � � ��I  T �� �����

By the classical sequence spaces we mean one of the spaces c�� 	p� � � p ���

���



Proof In both cases T � A�E� is clear from the de�nition of A� Identity ����� follows in
the �rst case from the fact that � is spectral and the eigenvalues of T are conjugate to those
of T � In the second case it is an immediate consequence of ������

The argument for the �rst case gives also the following lemma�

Lemma ������ If T � T � L� � H � L��E�� E a classical sequence space� then ����
 holds
for the spectral determinant det� on L� � H � L��

As for the universal realization� we have to replace some given determinants by a uni�
versal choice of a determinant� To this end we need the following lemma� which is mainly
a consequence of the closed graph theorem �see Aden#Carl 
����

Lemma ������ Let A and B be quasi�Banach operator ideals� If A�E� 
 B�E� �E Banach
space
 and the �nite rank operators F�E� are k � j A k�dense in A�E�� then there is a
unique continuous trace trA on A�E� and� for any continuous trace � on B�E�� we have

��T � � trA�T � for all T � A�E��

Of course� the same assertion applies to determinants�

In particular� we note the following consequence�

Corollary ������ Let T belong to N �
�
�	�� or to L� �H�L��	��� Then T � N �	��� and the

identity

det��I  T � � detN �I  T � �����

holds with detN denoting the nuclear determinant on N restricted to the class of Banach
spaces with a�p�� and det� the spectral determinant on N �

�
or L� � H � L�� respectively�

For N �
�
the assumptions of Lemma ����� follow immediately from the de�nitions� For

L� � H � L� this is quite non�trivial� To sketch the argument� L� � H � L��	�� 
 N �	��
follows from Grothendieck�s theorem� which states that operators in L�L�� L�� and in
L�L�� L�� are ��summing �confer for example 
���� 
����� and the fact that the product of
��summing operators is nuclear �see 
����� To observe that the �nite rank operators F�	��
on 	� are k � j L� � H � L� k�dense in L� � H � L��	��� the idea is �i� to factorize the ��
summing operator in L�L�� L�� through a Hilbert space �see 
���� ������� �ii� to pick out the
operator between the two Hilbert spaces� say H � K� which is Hilbert Schmidt� and �iii� to
show that it factors as H � 	� � 	� � K with the middle part being a diagonal operator
�see 
���� ������� and use well�known coincidences of ideals on Hilbert spaces�� The latter
can be obviously approximated by �nite operators� Putting this together� we get a new
factorization� consistent with the de�nition of the ideal� a part of which is approximable by
�nite operators�

In the following statement E can be any of the spaces CN with N � N� or the sequence
spaces c�� 	p� � � p ���
Lemma ������ Let f� be a rational function satisfying f��z� � �f���z� at all z � C where
f� is �nite� Assume for a given T � L�E� that spec�T � does not intersect the set P of poles
of f�� Then f���T � is de�ned and we have

f��T � � �f���T �� �����

���



Proof If � � � is su�ciently small and R � � su�ciently large� the contour

" � f� �� j�j � Rg 	
#
z�P

f� �� j� � zj � �g �����

surrounds spec�T �� and we have

f��T � �
�

�
i

Z
j�j�R

f������I � T ��� d� � �

�
i

X
z�P

Z
j��zj��

f������I � T ��� d�� �����

where all circles are oriented counter�clockwise� We compute

f��T � � � �

�
i

Z
j�j�R

f������I � T ��� d�  
�

�
i

X
z�P

Z
j��zj��

f������I � T ��� d�

�
�

�
i

Z
j�j�R

f�������I � T ��� d�  
�

�
i

X
z�P

Z
j��zj��

f�������I � T ��� d��

The assumption f��z� � �f���z� implies that P is symmetric with respect to the imaginary
axis� Hence the transformation � � �� maps " to itself while changing the orientations of
the circles� Hence we can continue

f��T � � � �

�
i

Z
j�j�R

f������I � T ��� d�  
�

�
i

X
z�P

Z
j��zj��

f������I � T ��� d�� �����

Since spec��T � � �spec�T � and P is symmetric with respect to the imaginary axis� "
surrounds spec��T �� Hence the last expression equals �f���T �� and the proof is complete�

Finally we shall often use the following fact without further mentioning� If Tij � A�E�
for some quasi�Banach operator ideal A� i� j � �� �� then

T �

�
T�� T��
T�� T��

�
� A�E � E��

Of course this is easily proved by choosing appropriate projections and embeddings and
using the ideal properties �see Proposition �������

Furthermore� we shall always identify a � E� with its standard representation as a
sequence �ai�i�


���� The basic solution formula

Here we provide the basic solution formula for the C �reduced AKNS system� Note that it
is valid for generating operators A on sequence spaces�

Theorem ������ Let E be a classical sequence space and A a p�Banach operator ideal
�� � p � �� with a continuous determinant � which is compatible with respect to conjugation
in the sense that

��I  T � � ��I  T �

for all T � A�E� with T � A�E��
Let A � L�E� with � �� spec�A�  spec�A�� and let spec�A� be contained in the domain

where f� is holomorphic� Choose � �� a � E�� c � E arbitrarily� and de�ne the operator�
functions

L�x� t� � exp
�
Ax f��A�t

�
$��
A�A
�a� c��

L��x� t� � exp
�
Ax f��A�t

�
�a� c��

Then L� L belong to A and L�� L� are even one�dimensional�

���



Assume in addition that exp�Ax� behaves su�ciently well for x � ��� Then� q �
�� P�p� where

P � �

�
I �L
L I  L�

�
� p � �

�
I �L
L I

�
�

solves the C �reduced AKNS system ����
 on every strip R��t�� t�� on which the denominator
p does not vanish�

Proof We want to apply Theorem ����� b� with the particular choice

�i� B � A�

�ii� b � �a� and d � c�

Recall that� for the C �reduced AKNS system� f��z� � �f���z� for all z � C where f� is
�nite� Let the operators bL� cM be as de�ned in Theorem ������ By Lemma ����� and �i��cM is well�de�ned and bL� cM are complex conjugate to each other�

Next� for C � $��A�B�b� c�� D � $��B�A�a� d�� the conditions �i�� �ii� immediately show

D � �C � In particular� L � �bLC� L � cMD belong to A� and one�dimensionality of L��
L� is obvious� Thus Theorem ����� b� provides us with the solution formula q � � � P�p�
r � � � bP�p� where

P � �

�
I �L
L I  L�

�
� bP � �

�
I � L� �L
L I

�
� p � �

�
I �L
L I

�
�

It remains to establish the linear relation r � �q for the C �reduced AKNS system�
To this end� we use Proposition ����� to rewrite r as r � eP�p� �� where
eP � �

�
I  L� �L
L I

�
�

By the compatibility condition and the usual property of determinants� we infer

P � �
�
I  

�
� �L
L L�

��
� �

�
I  

�
� �L
L L�

��
� �

�
I  

�
� I

�I �

��
� �L
L L�

��
� �I
I �

��
� �

�
I  

�
L� �L
L �

��
� eP �

and obviously p � p� Consequently� q � �� P�p � �� eP�p � �r�
This completes the proof�


���	 Ameliorations for the Nonlinear Schr�odinger equation

For the Nonlinear Schr�odinger equation� we have the ameliorated solution formulas of Sec�
tion ��� at our disposal� The crucial point is that these avoid the condition that exp�Ax�
behaves su�ciently well for x � ��� Moreover� since f��z� � �iz� for the Nonlinear
Schr�odinger equation� the condition that spec�A� is contained in the domain where f� is
holomorphic becomes super�uous�

The ameliorated solution formula for the Nonlinear Schr�odinger equation based on se�
quence spaces reads as follows�

���



Theorem ����
� Let E be a classical sequence space and A a quasi�Banach operator ideal
with a continuous determinant � which is compatible with respect to conjugation in the sense
that

��I  T � � ��I  T �

for all T � A�E� with T � A�E��
Let A � L�E�� and let a � E�� c � E be given� Assume that there exist C � A�E��

� �� a � E� such that AC  CA � a� c� We de�ne the operator�functions

L�x� t� � exp
�
Ax� iA�t

�
C�

L��x� t� � exp
�
Ax� iA�t

�
�a� c��

Then L� L belong to A and L�� L� are even one�dimensional�
Moreover� q � �� P�p� where

P � �

�
I �L
L I  L�

�
� p � �

�
I �L
L I

�
�

is a solution of the Nonlinear Schr�odinger equation ����
 wherever the denominator p does
not vanish�

The proof can be taken over from the proof of Proposition ������ One just has to start
from Proposition ����� instead of Theorem ������ Furthermore there are some simpli�cations
because of the simple form of f��

��� Countable superposition of solitons for the C �reduction

To place ourselves �rst into a setting where the operator theory is transparent� we start
with countable superpositions of solitons� These can be realized by diagonal operators�
In the sequel� E will always be one of the classical sequence spaces c�� 	p �� � p � ��

and A � L�E� the diagonal operator generated by a bounded sequence � � ��i�i � 	��

A � E �� E with A��i�i � ��i�i�i�

Observe spec�A� � f�iji � Ng�
It should be remarked that all results in this section can be transferred to weighted

sequence spaces�

In order to apply Theorem ������ we need to guarantee that exp�Ax� behave su�ciently
well for x� ��� A neat way to arrange this is to suppose inf i Re��i� � �� Geometrically
this means that the solitons are localized to a certain extent� More precisely� one can see
that with Re��i�� � for i�� the solitons become lower but broader�

Theorem ������ Let � � ��i�i be a bounded sequence such that inf i Re��i� � � and
supi jf���i�j ��� Then the operators de�ned by the in�nite matrices

L�x� t� �

�
ajci

�i  �j
exp

�
�ix f���i�t

���
i�j��

and L��x� t� �
�
ajci exp

�
�ix f���i�t

� ��
i�j��

belong to the component N �
�
�E� of the �

��Banach operator ideal N �
�
for all sequences c �

�ci�i � E� � �� a � �ai�i � E�� and the same holds true for the complex conjugate operators�

���



Moreover� q � �� P�p� where

P � det�

�
I �L
L I  L�

�
� p � det�

�
I �L
L I

�
�

is a solution of the C �reduced AKNS system ����
 on strips R� �t�� t�� where the denomi�
nator p does not vanish�

In the above statement det� denotes the unique� continuous� spectral determinant on the
�
��Banach operator ideal N �

�
of �

� �nuclear operators� In Theorem ����� we shall see that the

solutions in Theorem ����� are globally regular�

Proof Recall that A is a diagonal operator generated by the sequence ��i�i� Thus� also
exp

�
Ax f��A�t

�
is a diagonal operator generated by the sequence

�
exp��ix f���i�t�

�
i
�

Since inf iRe��i� � �� exp�Ax� behaves su�ciently well as x � ��� Furthermore the
condition that jf���i�j be uniformly bounded for all i shows that spec�A� � f�i j ig is
contained in the domain where f� is holomorphic�

Next� it is straightforward to check that the operator C � E �� E generated by the
in�nite matrix�

ajci
�i  �j

��
i�j��

is bounded and satis�es AC  CA � a � c� Since � �� spec�A�  spec�A� by assumption�
we can apply Proposition ������ which shows C � $��

A�A
�a� c� � N �

�
�E�� Moreover� a� c is

obviously generated by the in�nite matrix
�
ajci

��
i�j��

�
Thus the assertion immediately follows by applying Theorem ����� with respect to the

�
��Banach operator ideal N �

�
of �

� �nuclear operators �see Lemma �������

Remark ������ Note that in Theorem ����� any continuous determinant � on a p�Banach
operator ideal A� � � p � �� can be used which has the property that ��I  T � � ��I  T �
for all T � A�E� satisfying T � A�E��

��� Universal realization and regularity

In this section we will see that the previous solutions can be reinterpreted uniformly in terms
of the nuclear determinant detN on 	�� The practical use of this is that the determinant
can be evaluated by the concrete formula ������ This can be exploited to prove that the
solutions considered in the previous section are globally regular� Note that regularity is not
obvious at all in our general setting� Furthermore we will obtain a better understanding of
the parameters a� c�

Theorem ������ Let � � ��i�i � 	� be a bounded sequence such that inf i Re��i� � � and
supi jf���i�j ��� Then the operators de�ned by the in�nite matrices

L�x� t� �

�
di

�i  �j
exp

�
�ix f���i�t

���
i�j��

and L��x� t� �
�
di exp

�
�ix f���i�t

� ��
i�j��

belong to the nuclear component N �	�� for all sequences � �� d � �di�i � 	�� and the same
is true for the complex conjugate operators�

���



Moreover q � �� P�p� where

P � detN

�
I �L
L I  L�

�
� p � detN

�
I �L
L I

�
�

is a solution of the C �reduced AKNS system ����
 on strips R� �t�� t�� where the denomi�
nator p does not vanish�

In addition� each solution of Theorem ����� can be expressed explicitly in this way�

In the above statement detN denotes the unique continuous determinant on the Banach
operator ideal N of nuclear operators restricted to the class of Banach spaces with a�p��

Proof �of Theorem ������ As for the proof that q is a solution of the C �reduced AKNS
system� we refer to Theorem ����� with the following modi�cations�

� The determinant detN on the nuclear component N �	�� is used� see Remark ����� and
Lemma ������

� The particular choice d � 	�� e� �� ��� �� � � �� � 	� for the sequences is made�

Therefore� the only thing left to show is that each solution of Theorem ����� can be expressed
explicitly in this way� For concreteness we �x such a solution�

Our �rst objective is to provide an appropriate factorization of the operators L� L� in
Theorem ������

To this end� consider the diagonal operators A � L�	��� bA � L�	�� generated by
the sequences �� �� respectively� Note that bA is not the complex conjugate operator of
A because the underlying spaces di	er� Since � �� spec�A�  spec� bA�� Proposition �����
implies that the operator equation AX  X bA � e� � e� on N �

�
�	�� 	�� has the unique

solution C� �� $
��
A� bA�e� � e��� We verify C� �

�
����i  �j�

��
i�j��

�

In addition we de�ne bL�x� t� � L�E� as the diagonal operator generated by the sequence�
exp��ix  f���i�t�

�
i
� Moreover� let Da � L�E� 	�� and Dc � L�	�� E� be the diagonal

operators generated by the sequences a� c� respectively�
Then the operators L� L� � N �

�
�E� in Theorem ����� factorize as L � bLDcC�Da�

L� � bLDc�e� � e��Da�

Consequently the following operators are related��
� �L
L L�

�
�

�
� �M
M M�

�
with M� �� Da

bLDc�e� � e��� M �� Da
bLDcC� � N �

�
�	��� Namely� one immediately sees�

� �L
L L�

�
�

�
� �bLDcC�DabLDcC�Da

bLDc�e� � e��Da

�

�

� bLDc �

� bLDc

��
� �C�

C� e� � e�

��
Da �
� Da

�
and �

� �M
M M�

�
�

�
� �Da

bLDcC�

Da
bLDcC� Da

bLDc�e� � e��

�

�

�
Da �
� Da

�� bLDc �

� bLDc

��
� �C�

C� e� � e�

�
�

���



As a result�

det�

�
I  

�
� �L
L L�

��
� det�

�
I  

�
� �M
M M�

��
�

det� denoting the spectral determinant on N �
�
� In the latter expression det� can be replaced

by the nuclear determinant detN on the component N �	��� see Corollary ������
Finally we observe that M � M� are of the form as required in the statement� namely

M �

�
di

�i  �j
exp

�
�ix f���i�t

���
i�j��

�

M� �
�
di exp

�
�ix f���i�t

���
i�j��

for di �� aici� In particular� d � �di�i � 	��

Carrying out the same manipulations for the denominator p of the solution� we complete
the proof�

Finally� we prove global regularity of the solutions constructed so far�

Theorem ������ The solutions in Theorem ����� �and hence in Theorem �����
 are de�ned
and regular on all of R��

Proof We have only to show that the denominator p does not vanish� By ������ p is the
limit of pN for N � �� where pN is the denominator appearing in the formula of the
N �soliton corresponding to the �rst N members of the countable superposition� But in the
proof of Proposition ����� we have seen that pN � �� Hence the same holds true for p� and
the proof is complete�

��� Sharper results for the Nonlinear Schr�odinger equation

Next we turn to degenerate cases� As explained in the introduction� this should be done in
the context of concrete equations� Here we will study the Nonlinear Schr�odinger equation
in detail and show that under suitable conditions we can handle the case inf i Re��i� � ��
Geometrically this means that we can superpose solitons whose widths diverge�

In the case inf i Re��i� � � we obtained an operator C � $
��
A�A
�a� c� with AC  CA �

a � c by the Eschmeier�Dash#Schechter theorem� Furthermore for any choice �a� c� it
was clear that C belonged to any p�Banach operator ideal A� In the present situation
the underlying mapping $��

A�A
is no longer de�ned� Nevertheless the matrix expression�

�ajci����i  �j�
��
i�j��

still yields a formal candidate for C� which may a priori even be

unbounded� Our task is now to ensure by a clever choice of �a� c� that the candidate is
contained in an appropriate quasi�Banach operator ideal�

The following lemma is the crucial step�

Lemma ������ Let � � ��i�i � 	� be a bounded sequence with Re��i� � � 
i� Then the
operator eC� � 	� �� 	� de�ned by the in�nite matrix

eC� �

�p
Re��i�

p
Re��j�

�i  �j

��

i�j��

belongs to the quasi�Banach operator ideal L� �H � L��

The same statement holds true for the complex conjugate operator eC� of eC��

���



Proof We show that eC� factors through the Hilbert space L�
����� To this end� consider
the operator S � 	� �� L�
���� which is de�ned on the standard basis fei j ig of 	� by
Sei �� f i with fi�s� �

p
Re��i� exp

�� �is
�
� Because of

hS�Sej � eii � hSej � Seii �
Z �

�
fj�s�fi�s� ds

�
p
Re��i�

q
Re��j�

Z �

�
exp

� ���i  �j�s
�
ds

�

p
Re��i�

p
Re��j�

�i  �j
� h eC�ej � eii

actually eC� � S�S� Similarly as above we check k fj kL�����	�
q

�
� � which in turn proves

that S is bounded�
As for the complex conjugate operator eC� of eC�� a factorization eC� � R�R through

L�
���� is obtained via R � 	� � L�
���� given by Rei �� fi with fi as above�

Theorem ������ Let � � ��j�j � 	� be a bounded sequence with Re��j� � � 
j� Then the
operators de�ned by the in�nite matrices

L�x� t� �

�
aj�cj

�j  �j�
exp

�
�jx� i��j t

���
j�j���

and L��x� t� �
�
aj�cj exp

�
�jx� i��j t

� ��
j�j���

belong to the component L� �H�L��E� of the quasi�Banach operator ideal L� �H�L� for
all sequences c � �cj�j� � �� a � �aj�j with �cj�

p
Re��j��j � E� a � �aj�

p
Re��j��j � E��

and the same is true for the complex conjugate operators�
Moreover� q � �� P�p� where

P � det�

�
I �L
L I  L�

�
� p � det�

�
I �L
L I

�
�

is a solution of the Nonlinear Schr�odinger equation ����
 wherever the denominator p does
not vanish�

In the above statement det� denotes the continuous and spectral determinant on the quasi�
Banach operator ideal L� �H � L��

Proof Recall that A is a diagonal operator generated by the sequence ��j�j � Thus� also
exp

�
Ax�iA�t

�
is a diagonal operator� and it is generated by the sequence

�
exp��jx� i��j t�

�
j
�

It is also clear that a � c is generated by the in�nite matrix
�
aj�cj

��
j�j����

Next we introduce the diagonal operators D
a�
p

Re��	
� E � 	�� Dc�

p
Re��	

� 	� � E

generated by the sequences �aj
�p

Re��j��j � E�� �cj
�p

Re��j��j � E� respectively� By
H�olders inequality� both are bounded� Thus Lemma ����� implies that the operator

C �� D
c�
p

Re��	
eC� Da�

p
Re��	

� E �� E

belongs to the quasi�Banach operator ideal L� � H � L�� Obviously� C is represented by
the in�nite matrix

�
�aj�cj����j  �j��

��
j�j���

� and the equation AC  CA � a � c can be
immediately veri�ed�

Similarly� C � L� � H � L��E� solving AC  CA � a� c�

���



Now the assertion follows by applying Theorem ����� with respect to the quasi�Banach
operator ideal L� � H � L� of operators factorizing through an L��space� a Hilbert space�
and an L��space�

Next we show that� even for the solutions of the Nonlinear Schr�odinger equation which
only satisfy the weaker condition Re��j� � � for all j� the counterpart of the universal
realization in Theorem ����� holds�

Theorem ������ Let � � ��j�j � 	� be a bounded sequence with Re��j� � � for all j�
Then the operators de�ned by the in�nite matrices

L�x� t� �

�
dj

�j  �j�
exp

�
�jx� i��j t

���
j�j���

and L��x� t� �
�
dj exp

�
�jx� i��j t

� ��
j�j���

belong to the nuclear component N �	�� for all sequences � �� d � �dj�j with �dj�Re��j��j �
	�� and the same holds true for the complex conjugate operators�

Moreover q � �� P�p� where

P � detN

�
I �L
L I  L�

�
� p � detN

�
I �L
L I

�
�

is a solution of the Nonlinear Schr�odinger equation ����
 wherever the denominator p does
not vanish�

In addition� each solution of Theorem ����� can be expressed explicitly in this way�

In the above statement detN denotes the unique continuous determinant on the Banach
operator ideal N of nuclear operators restricted to the class of Banach spaces with approx�
imation property�

Proof First we show that q solves the Nonlinear Schr�odinger equation� Observe that the
operator C � 	� � 	� generated by the in�nite matrix

C �

�
dj

�j  �j�

��
j�j���

is nuclear� Indeed j�j  �j� j � Re��j� implies

k C j N k�
X
j

sup
j�

���� dj
�j  �j�

���� �X
j

���� dj
Re��j�

���� �k �dj�Re��j��j k����

Obviously� AC  CA � e� � d for e� � ��� �� � � �� � 	�� d � 	� �here we have used that
��j�j � 	�� �dj�Re��j��j � 	� yields �dj�j � 	���

Thus we can apply Theorem ����� with respect to the nuclear determinant detN on 	�
�see Lemma �������

It remains to show that each solution of Theorem ����� can be expressed explicitly in
this form� For concreteness �x such a solution� We use the following factorization for the
operators L� L� in Theorem ������

L � bLD
c�
p

Re��	
eC�Da�

p
Re��	

�

L� � bLD
c�
p

Re��	

�p
Re����

p
Re���

�
D
a�
p

Re��	
�

���



where D
a�
p

Re��	
� L�E� 	��� Dc�

p
Re��	

� L�	�� E�� and eC� � L� � H � L��	�� 	�� have

been introduced in the proof of Theorem ������ and the diagonal operator bL�x� t� � L�E�
is generated by the sequence

�
exp��jx � i��j t�

�
j
� By the same calculation as in the proof

of Theorem ����� we check that the following operators are related��
� �L
L L�

�
�

�
� �M
M M�

�
with M� �� D

a�
p

Re��	
bLD

c�
p

Re��	

�p
Re��� �p

Re���
�
� M �� D

a�
p

Re��	
bLD

c�
p

Re��	
eC� �

L� � H � L��	���
Hence� by the principle of related operators� we obtain

det�
�
I  

�
� �L
L L�

��
� det�

�
I  

�
� �M
M M�

��
�

for the spectral determinant det� on L� � H � L�� In the latter expression det� can be
replaced by the nuclear determinant detN on the component N �	��� see Corollary ������
Moreover� we observe the following matrix representations for M � M��

M �

�s
Re��j��

Re��j�

dj
�j  �j�

exp
�
�jx� i��j t

���

j�j�

M� �

�s
Re��j�

Re��j�
dj exp

�
�jx� i��j t

���

j�j���

for dj �� ajcj � In particular�
�
dj�Re��j�

�
j
� 	��

Let us assume for a moment that the sequence
�
Re��i�

�
j
is bounded away from zero�

Then we can conclude the proof by

detN
�
I  

�
� �M
M M�

��
�

� detN

�
I  

�
Dp

Re��	
�

� Dp
Re��	

��
� �M
M M�

�� D
��
p

Re��	
�

� D
��
p

Re��	

��
� detN

�
I  

�
� �N
N N�

��
�

where N � N� are just the operators de�ned in the assertion�
For arbitrary sequences ��j�j � 	� we �rst note N � N� � N �	��� which has been shown

in the �rst part of the proof� Thus we can use formula ����� for the calculation of the nuclear
determinant detN �I  T �� and the assertion follows by the same argument as before� but
now applied to the �nite�dimensional principal minors�

Carrying out the same manipulations for the denominator p of the solution� we complete
the proof�

Now we can achieve regularity also for the solutions of the Nonlinear Schr�odinger equa�
tion constructed in this section� The proof is literally the same as for Theorem ������

Theorem ������ The solutions in Theorem ����� �and hence in Theorem �����
 are de�ned
and regular all of R��

���



��	 Countable superposition of negatons

Now we come to our main topic� the superposition of countably many negatons� Here we
will use so�called generalized diagonal operators A� i�e�� an operator with Jordan blocks on
the diagonal� To this end� we shall �rst introduce some additional terminology�


���� Vector�valued sequence spaces

Let �nj�j � 	� with nj � N be a bounded sequence of natural numbers� and E one of the
classical sequence spaces 	p �� � p ��� or c��
For � � q � �� we de�ne the vector�valued sequence space

E
�
	q�nj�

�
�
n
� � ��j�j

��� �j � 	q�nj� 
j such that
�k �j kq�j� E

o
�

Here 	q�nj� denotes C nj equipped with the q�norm� E
�
	q�nj�

�
becomes a Banach space

with respect to the norm

k � kE��q�nj		 � k
�k �j kq�j kE �

We write elements � in vector�valued sequence spaces E�	q�nj�� as � � ��j�j with vector
entries �j � 	q�nj��

The following duality statement can be shown in the same manner as for ordinary
sequence spaces�

Proposition ������ For � � q � �� the pairing

hx� ai �
X

j
hxj � aji� a � �aj�j � E�

�
	q��nj�

�
� x � �xj�j � E

�
	q�nj�

�
�

yields a metrical isomorphism between E
�
	q�nj�

��
and E�

�
	q��nj�

�
��q  

�
q� � ���

We say that an operator T � L�E�	q�nj��� F �	r�nj��� is generated by a generalized
in�nite matrix �Tij�

�
i�j�� if it is given by the rule

T� �
�X

k

Tjk�k
�
j
� for � � ��j�j � E�	q�nj���

with matrices Tij �Mni�nj�C �� If not stated otherwise� Tij is always viewed as an operator
from 	q�nj� to 	r�ni��

If� in particular� only the matrices Tjj on the diagonal are non�zero� then we call T a
generalized diagonal operator generated by the sequence �Tjj�j �

It is not di�cult to �nd conditions such that generalized in�nite matrices de�ne bounded
operators� Exemplarily� we state the following lemmata�

Lemma ������ Any generalized in�nite matrix �Tij�
�
i�j�� with supi�j k Tij k� � de�nes a

bounded operator T from 	��	q�nj�� to 	��	r�nj�� �where � � q� r � �
�

Note that k Tij k abbreviates k Tij kL��q�nj	��r�nj		� as said before�

Proof We observe the elementary estimate

k
�X
j��

Tij�j kr �
�X
j��

k Tij k k �j kq � sup
j
k Tij k

�X
j��

k �j kq

�
�
sup
j
k Tij k

�
k � k����q�nj		 �

���



This yields

k T� k����r�nj		 � sup
i
k

�X
j��

Tij�j kr �
�
sup
ij
k Tij k

�
k � k����q�nj		

for � � ��j�j � 	��	q�nj��� Thus T � L�	��	q�nj��� 	��	r�nj����
Lemma ������ Any sequence �Tj�j� Tj � Mnj �nj �C �� with supj k Tj k� � de�nes an
operator T � L�E�	q�nj��� �where � � q � �
�

Proof Set t � supj k Tj k� Then from

k T� kE��q�nj		 � k
� k Tj�j kq �j kE � t k � k �j kq �j kE � t k � kE��q�nj		

the assertion follows immediately�

For operators T which are generated by generalized in�nite matrices� again the notion of
the complex conjugate operator T of T can be canonically de�ned as the operator generated
by �T ij�

�
i�j���


���� The main theorem for the C �reduction

Throughout this section we will assume that �nj�j is a bounded sequence of natural numbers
and E one of the classical sequence spaces 	p �� � p ��� or c��
Let � � ��j�j � 	� be a bounded sequence�

To these data we associate the sequence �Aj�j � where Aj � Mnj�nj�C � is the Jordan block
of dimension nj corresponding to the eigenvalue �j � Then we can de�ne the generalized
diagonal operator A � L�E�	q�nj���� � � q � �� generated by the sequence �Aj�j � i�e��

A��j�j � �Aj�j�j for ��j�j � E
�
	q�nj�

�
�

see Lemma ������
The following lemma determines spec�A�� Here we will use that the size of the Jordan

blocks is bounded�

Lemma ������ For the operator A de�ned above we have spec�A� � f�j j j � Ng�
Proof Obviously f�j j j � Ng � spec�A�� Consider now � �� f�j j j � Ng� Then there
exists � � � such that j�j � �j � � for all j� Without loss of generality� � � ��
De�ne the generalized diagonal operator T generated by the sequence �Tj�j with Tj �

�Aj��Inj �
��� Then Tj �

Pnj
k����j����kNk��

j with Nj the nilpotent matrix of dimension
nj with the entries � on the o	�diagonal and zero else�
Consequently�

k Tj k �
njX
k��

�

j�j � �jk � nj�
�nj � n��

�n�

for n� �� supj nj � By Lemma ������ this shows T � L�E�	q�nj���� and it is clear that
T � �A� �I���� Thus � �� spec�A��

���



Review of negatons

For convenience we recall some material on negatons�
To simplify the formulas� we will use the notation "l���� "r��� � Mk�k�C � for the upper

left and upper right band matrices given in terms of the vector � � ����	�k��� � C k by the
following assignment

"l��� �

	B
 ���	 ��k	���
��k	 �

�CA � "r��� �

	B
 ���	 ��k	� � �
� ���	

�CA �

We write e
��	
k for the 
�th standard basis vector of C k �

For the construction of �nite superpositions of negatons �see Proposition ������ we used
the following two types of matrices�

�� the exponential function bLi�x� t� �� exp �Aix  f��Ai�t
�
�

�� the solution $��
Ai�Aj

�aj� ci� � Mni�nj �C � of the matrix equation AiX XAj � aj�ci

for ci � C ni � aj � C nj �
where Ai � Mni�ni�C � are the Jordan block of dimension ni corresponding to the eigenvalue
�i� Recall that these matrices have the concrete form given bybLi�x� t� �� "r�	i�x� t�� �����

for the vector 	i�x� t� �
� �

�� � ��!
�
��

��
��i

exp
�
�ix f���i�t

� �ni

��

and $��
Ai�Aj

�aj � ci� � "l�ci�C��ij"r�aj� with

C��ij ��

�
����
�	

�
�  �� �
� � �

��
�

�i  �j

�
�	��
�

������� �ni
������� �nj

� �����

by Proposition ������

Observe in particular C��ij � $
��
Ai�Aj

�e
��	
nj � e

��	
ni ��

Superpositions of negatons

Now we are in position to extend Theorem ����� from solitons to negatons� Recall that E
always denotes a classical sequence space�

Theorem ������ Let nj� j � N� be natural numbers with supj nj �� and � � ��j�j � 	�
a bounded sequence with infj Re��j� � � and supj jf���j�j ���

For bLi�x� t�� C��ij as given in ���	
� ����
� respectively� de�ne operators generated by the
following generalized in�nite matrices

L�x� t� �
� bLi�x� t� "l�ci�C��ij"r�aj�

��
i�j��

�

L��x� t� �
� bLi�x� t� "l�ci��e��	nj � e��	ni �"r�aj�

��
i�j��

�

Then L� L� � N �
�

�
E�	q�nj��

�
for all c � �cj�j � E�	q�nj��� � �� a � �aj�j � E�	q�nj���

�� � q � �
� and the same holds true for the complex conjugate operators�

���



Moreover� q � �� P�p� where

P � det�

�
I �L
L I  L�

�
� p � det�

�
I �L
L I

�
�

is a solution of the C �reduced AKNS system system ����
 on strips R� �t�� t�� where the
denominator p does not vanish�

In the above statement det� denotes the unique� continuous� spectral determinant on the
�
��Banach operator ideal N �

�
of �

� �nuclear operators� Again we will see later that the as�

sumption on strips is super�uous�

Proof Consider the generalized diagonal operator A � L�E�	q�nj��� generated by the
sequence �Aj�j of Jordan blocks of dimension nj corresponding to the eigenvalue �j � It
follows immediately that exp

�
Ax  f��A�t

�
is a generalized diagonal operator� too� which

is generated by the sequence
�
exp

�
Ajx f��Aj�t

��
j
�
�bLj�x� t��j �

We also have to verify that exp�Ax� behaves su�ciently well for x� ��� Since �nj�j
is bounded� and infj Re��j� � �� it su�cient to show this for a single Jordan block Aj � The
latter follows from the fact that

exp�Ajx� � exp��jx�

	B
 p
��	
j p

�nj��	
j� � �

� p
��	
j

�CA
with polynomials p

��	
j � �� � � � � p

�nj��	
j �compare ����� in the proof of Proposition �������

Furthermore� the condition that jf���j�j be uniformly bounded implies that f� is holo�
morphic near spec�A��

By assumption� � �� spec�A� spec�A�� Hence Proposition ����� guarantees the existence
of $��

A�A
�a�c� � N �

�

�
E�	q�nj��

�
� We show that this operator is generated by the generalized

in�nite matrix
�
"l�ci�C��ij"r�aj�

��
i�j��

�
To this end we de�ne the generalized diagonal operators

D� � E�	q�nj�� �� 	��	��nj�� generated by
�
"r�aj�

�
j
�

D� � 	��	��nj�� �� E�	q�nj�� generated by
�
"l�cj�

�
j
�

Both operators are bounded� which is veri�ed as follows�

First note that for aj � �a
�		
j �

nj
	�� � 	q��nj� we have "r�aj� �

Pnj
	�� a

�		
j N	��

j � where
Nj is the nilpotent operator with � on the �rst o	�diagonal as only non�vanishing entries�

Thus k "r�aj� k�
Pnj

	�� ja�		j j �k aj k�� n
��q
j k aj kq� ��q  �

q� � ��� and we infer

k D�� k�������n		 �
X
j

k "r�aj��j k� �
X
j

k "r�aj� k k �j kq

� �
sup
j
nj
���q X

j

k aj kq� k �j kq

� �
sup
j
nj
���q k a kE���q��nj		 k � kE��q�nj		

by H�older�s inequality� Similarly� k "l�cj� k� n
��q�

j k cj kq and

k D�� kE��q�nj		 � k � k "l�cj��j kq �j kE � �
sup
j
nj
���q� k � k cj kq k �j k� �

j
kE

� �
sup
j
nj
���q� �

sup
j
k �j k�

�
k � k cj kq �j kE

���



�
�
sup
j
nj
���q� k c kE��q�nj		 k � k������nj		 �

Next� de�ne C� as the operator generated by the generalized in�nite matrix �C��ij�i�j �
Then C� � L

�
	��	��nj��� 	��	��nj��

�
by Lemma ������

Set

C �� D�C�D� � L
�
E�	q�nj��

�
�

Observe that C is generated by the generalized in�nite matrix
�
"l�ci�C��ij"r�aj�

��
i�j��

�

Moreover� from "l�ci�C��ij"r�aj� � $��
Ai�Aj

�aj � ci� it is straightforward to check that C

solves AC  CA � a� c� By uniqueness of this solution� C � $��
A�A
�a� c��

Finally� the one�dimensional operator a�c is generated by the generalized in�nite matrix�
"l�ci�

�
e��	nj � e��	ni

�
"r�aj�

��
i�j��

because "l�ci�
�
e
��	
nj � e

��	
ni

�
"r�aj� �

�
"r�aj�

�e
��	
nj

�� �
"l�ci�e

��	
ni

�
� aj � ci�

For later use we state that� in particular� a� c � D��e� � e��D�� where e� �� �e
��	
nj �j �

Now the assertion follows immediately by applying Theorem ����� with respect to the
�
��Banach operator ideal N �

�
of �

� �nuclear operators �see Lemma �������

Remark ������ Note that again Theorem ����� remains valid for any continuous determi�
nant � on a p�Banach operator ideal A� � � p � �� with the property ��I  T � � ��I  T �
for all T � A�E� satisfying T � A�E��


���	 Universal realization and regularity revisited

We round o	 the picture by providing also the universal realization of superposition of
negatons and giving regularity conditions�

Theorem ������ Let nj� j � N� be natural numbers with supj nj �� and � � ��j�j � 	�
be a bounded sequence with inf j Re��j� � � and supj jf���j�j ���

For bLi�x� t�� C��ij as given in ���	
� ����
� respectively� de�ne operators generated by the
following generalized in�nite matrices

L�x� t� �
� bLi�x� t� "l�di�C��ij

��
i�j��

�

L��x� t� �
�bLi�x� t� "l�di��e��	nj � e��	ni �

��
i�j��

�

Then L� L� � N �	��	��nj��� for all � �� d � �dj�j � 	��	��nj��� and the same is true for
the complex conjugate operators�

Moreover� � �� P�p� where

P � detN

�
I �L
L I  L�

�
� p � detN

�
I �L
L I

�
�

is a solution of the C �reduced AKNS system ����
 on strips R� �t�� t�� where the denomi�
nator p does not vanish�

In addition� each solution of Theorem ����� can be expressed explicitly in this way�

���



In the above statement detN denotes the unique continuous determinant on the Banach
operator ideal N of nuclear operators restricted to the class of Banach spaces with approx�
mation property�

Proof As for the proof that q is a solution of the C �reduced AKNS system� we refer to
Theorem ����� with the following modi�cations�

� The determinant detN on the nuclear component N �	��	��nj��� is used� see Remark
����� and Lemma ������

� The particular choice d � 	��	��nj��� e� �� �e
��	
nj �j � 	��	��nj�� for the sequences is

made�

Therefore� it only remains show that each solution of Theorem ����� can be expressed
explicitly in this way� For concreteness we �x such a solution�

We start from the factorization of the operators L� L� � N �	q�nj�� in Theorem �����

as provided in the proof� Indeed� we have L � bLD�C�D�� L� � bLD��e� � e��D�� wherebL � diagfbLj j jg and all other ingredients are as de�ned in the proof of Theorem ������
Note that

C� � N �
�

�
	��	��nj��� 	��	��nj��

�
as the unique solution of the equation AX  X bA � e� � e�� where A � L�	��	��nj����bA � L�	��	��nj��� are the generalized diagonal operators generated by the sequences �Aj�j �
�Aj�j � respectively �see Proposition ������� Consequently the following operators are related�

� �L
L L�

�
�

�
� �M
M M�

�
with M� � D�

bLD��e� � e��� M � D�
bLD�C� � N �

�

�
	��	���nj��

�
�This is veri�ed as in the

proof of Theorem ������� As a result�

det�
�
I  

�
� �L
L L�

��
� det�

�
I  

�
� �M
M M�

��
�

det� denoting the spectral determinant on N �
�
�

In the latter expression det� can be replaced by the nuclear determinant detN on the
component N �	��	��nj���� see Corollary ������
Finally we observe that M � M� are of the form as required in the statement because

"r�aj�"l�cj� � "l�dj�� where

dj �
� nj�	��X

���

a
��	
j c

�	����	
j

�nj
	��

�

Since we have k dj k��
Pnj

	���� ja�		j jjc��	j j � �Pnj
	�� ja�		j j� �Pnj

��� jc��	j j� � k aj k� k cj k�
� nj k aj kq�k cj kq� we infer d � 	��	��nj��� again by H�older�s inequality�
Carrying out the same manipulations for the denominator p of the solution� we complete

the proof�

Finally� we prove global regularity also for countable superpositons of negatons�

Theorem ����
� The solutions in Theorem ����� �and hence in Theorem �����
 are de�ned
and regular on all of R��

Proof The proof is virtually the same as that of Theorem ������ The only di	erence is
that we now approximate by �nite superposition of negatons�

���




���
 Again sharper results for the Nonlinear Schr�odinger equation

In Section ��� we have seen that� for the Nonlinear Schr�odinger equation� it is possible to
construct countable superpositions even in the case that � is contained in spec�A� spec�A��
The main ingredient in the proof was an appropriate factorization of the formal solution C
of the equation AX XA � a�c to the e	ect that C belongs to the quasi�Banach operator
ideal L� � H � L��

To extend this result to negatons� we need the following counterpart of Lemma ������

Lemma ������ Let nj � j � N� be natural numbers with supj nj � � and � � ��j�j � 	�
a bounded sequence with Re��j� � � 
j�

Then the operator eC� � 	��	��nj�� �� 	��	��nj�� generated by the generalized in�nite
matrix

eC� �
�
Re��j�

nj�
�
�Re��j��

nj��
�
�C��jj�

��
j�j���

�

with C��jj� as de�ned in ����
� belongs to the quasi�Banach operator ideal L� � H � L��

The same statement holds for the complex conjugate operator eC� of eC��

Proof We have to show that eC� factors through the Hilbert space L�
����� To this end�
�rst observe the reformulation

C��jj� �

�
�

�� � ��!
�
��

��
��j

�

��� ��!
�	��

��	��j�

�

�j  �j�

�
������� �nj
������� �n

j�

�

From this reformulation we can more or less read o	 the factorization of eC��

Consider the operator S � 	��	��nj�� �� L�
���� which is de�ned on the standard basis
fe�		nj j � � �� � � � � nj � j � Ng of 	��	��nj�� by

Se�		nj � f
�		
j for f

�		
j �s� � Re��j�

nj�
�
�

�

��� ��!
�	��

��	��j

exp
�� �js

�
�

Then

hS�Se�		nj�
� e�
	nj

i � hSe�		nj�
� Se�
	nj

i

�

Z �

�
f
�		
j� �s�f

�
	
j �s�ds

� Re��j�
nj�

�
�Re��j��

nj��
�
�

Z �

�

�

�� � ��!
�
��

��
��j

�

��� ��!
�	��

��
	��
j�

exp
�� ��j  �j��s

�
ds

� Re��j�
nj�

�
�Re��j��

nj��
�
�

�

�� � ��!
�
��

��
��j

�

��� ��!
�	��

��	��j�

�

�j  �j�

� h eC�e
�		
nj�
� e�
	nj i�

Thus we have shown eC� � S�S�
It remains to prove that S is a bounded operator� Using the de�nition of eC� together

with ������ we get

k f �		j k�L�����	 � h eC�e
�		
nj � e

�		
nj i

�
�
Re��j�

��nj�� ���� �
�� �

��
�

�j  �j

��	��

���



�
�
Re��j�

���nj�		���� �
�� �

��
�

�

��	��

� �

�
��nj � ��!max��� j�jj��nj��

Because supj nj �� and ��j�j is a bounded sequence� there is a constant c � � such that

k f �		j kL�����	� c for all j� Thus we observe

k S� kL�����	 � k
�X
j��

njX
	��

�
�		
j f

�		
j kL�����	 �

�X
j��

njX
	��

j��		j j k f �		j kL�����	

� c

�X
j��

njX
	��

j��		j j � c k � k������nj		�

and S is bounded�
As for the complex conjugate operator eC� of eC�� a factorization eC� � R�R through

L�
���� is obtained via R � 	��	��nj�� � L�
���� given by Re
�		
nj � f

�		
j with f

�		
j as

above�

The extension of Theorem ����� for negatons reads as follows�

Theorem ������� Let nj� j � N� be natural numbers with supj nj �� and � � ��j�j � 	�
be a bounded sequence with Re��j� � � 
j�

For bLj�x� t�� C��jj� as given in ���	
 with f��z� � �iz�� ����
� respectively� de�ne oper�
ators generated by the following generalized in�nite matrices

L�x� t� �
� bLj�x� t� "l�cj�C��jj�"r�aj��

��
j�j���

�

L��x� t� �
� bLj�x� t� "l�cj��e��	nj�

� e��	nj
�"r�aj��

��
j�j���

�

Then L� L� � L��H�L�

�
E�	q�nj��

�
for all c � �cj�j� � �� a � �aj�j with

�
cj�

p
Re��j�

�nj���
j
�

E�	q�nj���
�
aj�

p
Re��j�

�nj���
j
� E�	q�nj��

�� and the same is true for the complex conju�
gate operators�

Moreover� q � �� P�p� where

P � det�

�
I �L
L I  L�

�
� p � det�

�
I �L
L I

�
�

is a solution of the Nonlinear Schr�odinger equation ����
 wherever the denominator p does
not vanish�

In the above statement det� denotes the continuous and spectral determinant on the quasi�
Banach operator ideal L� �H � L��

Proof Let us introduce the generalized diagonal operators

D� � E�	q�nj��� 	��	��nj�� generated by
�
"r
�
aj�

p
Re��j�

�nj��
� �

j
�

D� � 	��	��nj��� E�	q�nj�� generated by
�
"l
�
cj�

p
Re��j�

�nj��
� �

j
�

Both operators are bounded which is shown precisely as in the proof of Theorem ����� with

regard to the fact that
�
aj�

p
Re��j�

�nj���
j
� E�	q�nj����

�
cj�

p
Re��j�

�nj���
j
� E�	q�nj���

By Lemma ������ we observe that

C �� D�
eC� D� � L� � H � L�

�
E�	q�nj��

�
�

���



Moreover� because "l
�
cj�

p
Re��j�

�nj��
�
� Re��j�

nj�
�
�"l�cj�� we easily see that C is gen�

erated by the generalized in�nite matrix

C �
�
"l�cj�C��jj�"r�aj��

��
j�j���

�

This in turn shows that C satis�es the equation AX  XA � a� c�
Similarly� C � L� � H � L�

�
E�	q�nj��

�
solves the equation AX  XA � a� c�

For later use let us also remark the following factorization for the one�dimensional
operator a� c� It holds

a� c � D�

�ee� � ee��D��

with the vector ee� � �p
Re��j�

�nj��
e
��	
nj

�
j
� This can be checked blockwise for the generating

in�nite matrices by

"l
�
cj�

q
Re��j�

�nj����q
Re��j��

�nj���

e��	nj�
�
q
Re��j�

�nj��

e��	nj

�
"r
�
aj��

q
Re��j��

�nj����
�

� "l�cj�
�
e��	nj�

� e��	nj

�
"r�aj�� �

�
"r�aj��

�e��	nj�

�� �
"l�cj�e

��	
nj

�
� aj� � cj �

Now the assertion follows by applying Theorem ����� with respect to the quasi�Banach
operator ideal L� � H � L� of operators factorizing through an L��space� a Hilbert space�
and an L��space �see Lemma �������

Next we give the counterpart of the universal realization in Theorem ����� for superpo�
sitions of negatons with the the weaker growth condition�

Theorem ������� Let nj� j � N� be natural numbers with supj nj �� and � � ��j�j � 	�
be a bounded sequence with Re��j� � � for all j�

For bLj�x� t�� C��jj� as given in ���	
 with f��z� � �iz�� ����
� respectively� de�ne oper�
ators generated by the following generalized in�nite matrices

L�x� t� �
�
�jj� bLj�x� t� "l�dj�C��jj�

��
j�j���

�

L��x� t� �
�
�jj� bLj�x� t� "l�dj��e��	nj�

� e��	nj �
��
j�j���

� �jj� ��
Re��j��

nj��
�
�

Re��j�
nj�

�
�

�

Then L� L� � N
�
	��	��nj��

�
for all � �� d � �dj�j with �dj�Re��j�

�nj���j � 	��	��nj��� and
the same is true for the complex conjugate operators�

Moreover� q � �� P�p� where

P � detN

�
I �L
L I  L�

�
� p � detN

�
I �L
L I

�
�

is a solution of the Nonlinear Schr�odinger equation ����
 wherever the denominator p does
not vanish�

In addition� each solution of Theorem ������ can be expressed explicitly in this way�

In the above statement detN denotes the unique continuous determinant on the Banach
operator ideal N of nuclear operators restricted to the class of Banach spaces with approx�
imation property�

���



Remark ������� a
 It should be stressed that the role of the factors �jj� is to ensure nu�
clearity of the operator�

� �L
L L�

�
�

Once this is valid� they actually cancel in the evaluation of the nuclear determinant� because
this can be done by taking the limit of �nite�dimensional determinants� see ����
�

b
 If we want to get rid of the factors �jj� in the solution formula� we need a sharper
condition on the sequence d� confer Proposition �������

Proof First we show that q solves the Nonlinear Schr�odinger equation� Application of

Theorem ������ with �cj�j �
�
dj�Re��j�

nj�
�
�
�
j
� 	��	��nj��� �aj�j �

�
e
��	
nj �Re��j�nj�

�
�
�
j
�

	��	��nj�� yields the solution property of q expressed in terms of the determinant det�
on the component L� � H � L�

�
	��	��nj��

�
� By Lemma ������ we can use the nuclear

determinant detN on the component N �	��	��nj�� instead�
Thus it remains to show that each solution of Theorem ������ can be expressed explicitly

in this way� For concreteness �x such a solution� We start from the factorization of the
operators L� L� � L� � H � L�

�
E�	q�nj��

�
as provided in the proof� Indeed we have

L � bLD�
eC�D�� L� � bLD�

�ee�� ee��D�� where bL � diagfbLj j jg and all other ingredients are
de�ned in the proof of Theorem ������� Recall in particulareC� � L� � H � L�

�
	��	��nj��� 	��	��nj��

�
�

Thus� the following operators are related�
� �L
L L�

�
�

�
� �M
M M�

�
with M� � D�

bLD��ee� � ee��� M � D�
bLD�

eC� � L� � H � L�

�
	��	��nj��

�
� Hence� by the

principle of related operators

det�
�
I  

�
� �L
L L�

��
� det�

�
I  

�
� �M
M M�

��
�

det� denoting the spectral determinant on L� � H � L��
In the latter expression det� can be replaced by the nuclear determinant detN on the

component N �	��	��nj���� see Corollary ������
Finally we observe that M � M� are of the form as required in the statement because

"r�aj�"l�cj� � "l�dj�� where

dj �
� nj�	��X

���

a
��	
j c

�	����	
j

�nj
	��

�

To check
�
dj�Re��j��nj��

�
i
� 	��	��nj�n�� we need the simple estimate

k dj�Re��j��nj�� k� �
� niX
	����

ja�		i jjc��	i j
�
Re��i�

�ni��

� k aj�
q
Re��j�

�nj�� k� k cj�
q
Re��j�

�nj�� k�
� nj k ai�

p
Re��i�

�ni�� kq� k ci�
p
Re��i�

�ni�� kq�
and then apply H�older�s inequality again�

Carrying out the same manipulations for the denominator p of the solution� we complete
the proof�

���



Proposition ������� Let nj� j � N� be natural numbers with n� �� supj nj � � and
� � ��j�j � 	� be a bounded sequence with Re��j� � � for all j�

For bLj�x� t�� C��jj� as given in ���	
 with f��z� � �iz�� ����
� respectively� we de�ne
operators generated by the following generalized in�nite matrices

L�x� t� �
� bLj�x� t� "l�dj�C��jj�

��
j�j���

�

L��x� t� �
�bLj�x� t� "l�dj��e��	nj�

� e��	nj �
��
j�j���

�

Then L� L� � N
�
	��	��nj��

�
for all � �� d � �di�i with �dj�Re��j�

�n����j � 	��	��nj��� and
the same is true for the complex conjugate operators�

Moreover� q � �� P�p� where

P � detN

�
I �L
L I  L�

�
� p � detN

�
I �L
L I

�
�

is a solution of the Nonlinear Schr�odinger equation ����
 wherever the denominator p does
not vanish�

Proof To show that q solves the Nonlinear Schr�odinger equation� consider the operator
C � 	��	��nj�� �� 	��	��nj�� generated by the generalized in�nite matrix

C �
�
"l�dj�C��jj�

��
j�j���

�

Our �rst aim is to show C � N �	��	��nj����
Observe

"l�dj�C��jj� �
� nj�
��X

���

d
���
��	
j c

��		
��jj�

�
������� �nj
������� �n

j�

�

where c
�
		
��jj� abbreviates the �����th entry of C��jj� as given in ������ Thus� by ����� and the

obvious estimate j�j  �j� j � Re��j� 
j �recall Re��j� � � 
j by assumption�� we infer

Re��j�
�n��� jc�
		��jj�j �

�
�  �� �
� � �

�
Re��j�

�n��
	��n��		

� �nj  nj� � ��! max
�
�� j�jj

��n���
� �

�n� � �
�
! max

�
�� k � k�

��n��� �� c
for all � � �� � � � � nj � � � �� � � � � nj� �
Therefore�

j
nj�
��X
���

d
���
��	
j c

��		
��jj� j � c

nj�
��X
���

jd���
��	j j�Re��j��n���

� c k dj k� �Re��j��n����

Therefore� abbreviating the �����th entry of the �jj���th block of C by c
�
		
jj� as above� the

nuclear norm of C can by calculated as
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�X
j��

njX

��
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j��N
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	������ �nj�

jc�
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njX
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	������ �nj�
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�X
j��

nj k dj k� �Re��j��n���

� c n� k �dj�Re��j��n����j k������nj		 � ��

Thus C is indeed nuclear�
It is straightforward to verify that C solves the equation AX  XA � e� � d for

e� � �e
��	
nj �j � 	��	��nj��� d � �dj�j � 	��	��nj�� �here we have used ��j�j � 	���

dj�Re��j�
�nj��

�
j
� 	��	��nj��� and nj � n� for all j��

Thus the assertion follows by applying Theorem ����� with respect to the nuclear de�
terminant detN on 	��	��nj�� �see Lemma �������

Again we have global regularity of the solutions constructed so far�

Theorem ������� The solutions in Theorem ������ �and hence in Theorem ������
 and
Proposition ������ are de�ned and regular on all of R��

��
 Countable superpositions for the R�reduced AKNS

system� and the modi�ed Korteweg�de Vries equation

In the last section we turn to the R�reduced AKNS system� First we prove the basic solution
formulas for theR�reduced AKNS system� as well as an ameliorated version for the modi�ed
Korteweg�de Vries equation� Note that these formulas are considerably simpler than the
ones used for the C �reductions� Moreover� due to the fact that the relation r � �q can
already be realized on the abstract operator level� the concept of the complex conjugate
operator is super�uous for the R�reduced AKNS system�

Finally� we brie�y outline the results on countable superpositions� including regularity
and reality conditions� It should be emphasized that these conditions are general enough
to include not only the usual solitons but also breathers into the countable superpositions�


���� Basic solution formulas

We start with the solution formula for the R�reduced AKNS system in general� which is
valid for generating operators A on sequence spaces� It is an immediate consequence of
Theorem ����� and reads as follows�

Theorem ������ Let E be a classical sequence space and A a p�Banach operator ideal
�� � p � �� with a continuous determinant ��

Let A � L�E� with � �� spec�A� spec�A�� let spec�A� be contained in the domain where
f� is holomorphic� and assume that exp�Ax� behaves su�ciently well for x � ��� Then
the operator�function

L�x� t� � exp
�
Ax f��A�t

�
$��A�A�a� c��

belongs to A for arbitrary � �� a � E�� c � E�
Moreover�

q � i
�

�x
log

�
�
I � iL �

�
�
I  iL

�
solves the R�reduced AKNS system ����
 on every strip R� �t�� t�� on which both determi�
nants do not vanish�

���



As for the modi�ed Korteweg�de Vries equation� we will build on the following amelio�
rated solution formula which is an immediate consequence of Proposition ������

Theorem ������ Let E be a classical sequence space and A a quasi�Banach operator ideal
with a continuous determinant ��

Let A � L�E�� and let � �� a � E�� c � E be given� Assume that there exists C � A�E�
such that AC  CA � a� c� Then the operator�function

L�x� t� � exp
�
Ax� A�t

�
C�

belongs to A� and

q � i
�

�x
log

�
�
I � iL �

�
�
I  iL

�
solves the modi�ed Korteweg�de Vries equation ����
 wherever both determinants do not
vanish�


���� Review of the results

Let us start with the construction of countable superpositions of negatons for the R�reduced
AKNS system�

To this end we adapt the material on negatons according to the situation at hand� Here
the essential building blocks arebLi�x� t� �� "r�	i�x� t�� ������

for the vector 	i�x� t� �
� �

�� � ��!
�
��

��
��i

exp
�
�ix f���i�t

� �ni

��

as before� and

C��ij ��

�
����
�	

�
�  �� �
� � �

��
�

�i  � j

�
�	��
�

������� �ni
������� �nj

� ������

Note that in the latter expression complex conjugate terms are absent�

The following theorem sums up the result on countable superpositions of negatons for
the R�reduction as a whole� It also gives the corresponding universal realization�

Theorem ������ Let nj� j � N� be natural numbers with supj nj �� and � � ��j�j � 	�
be a bounded sequence with inf j Re��j� � � and supj jf���j�j ���

a
 Then� for bLi�x� t�� C��ij as given in �����
� �����
� respectively� the operator generated
by the generalized in�nite matrix

L�x� t� �
� bLi�x� t� "l�ci�C��ij"r�aj�

��
i�j��

������

belongs to the componentN �
�

�
E�	q�nj��

�
of the �

� �Banach operator ideal N �
�
for all sequences

c � �cj�j � E�	q�nj��� a � �aj�j � E�	q�nj��
�� Moreover

q � i
�

�x
log

det�
�
I � iL �

det�
�
I  iL

� ������

is a solution of the R�reduced AKNS system ����
 on strips R� �t�� t�� where both determi�
nants det��I � iL� do not vanish�

���



b
 Each of the solutions in a
 can be expressed explicitly in the form

q � i
�

�x
log

detN
�
I � iM �

detN
�
I  iM

� �
where the operator M � M�x� t� � N �	��	��nj��� is generated by the special generalized
in�nite matrix

M�x� t� �
�bLi�x� t� "l�di�C��ij

��
i�j��

�

and we have � �� d � �dj�j � 	��	��nj���

In the above statement det� denotes the spectral determinant on the
�
��Banach operator

ideal N �
�
� and detN is the nuclear determinant on the component N �	��	��nj����

Countable superpositions of solitons are comprised in Theorem ����� in the particular
case nj � � for all j� In this case� the operator ������ becomes

L�x� t� �

�
ajci

�i  �j
exp

�
�ix  f���i�t

���
i�j��

�

where a � �aj�j � c � �cj�j now are ordinary sequences�

We round o	 the picture by providing the sharpened result for the modi�ed Korteweg�de
Vries equation� and give again its universal realization�

Theorem ������ Let nj� j � N� be natural numbers with supj nj �� and � � ��j�j � 	�
be a bounded sequence with Re��j� � � 
j�

a
 Then� for bLi�x� t�� C��ij as given in �����
 with f��z� � �z�� �����
� respectively� the
operator generated by the generalized in�nite matrix

L�x� t� �
� bLi�x� t� "l�ci�C��ij"r�aj�

��
i�j��

belongs to the component L� �H � L�

�
E�	q�nj��

�
of the quasi�Banach operator ideal L� �

H � L� for all sequences c � �cj�j� � �� a � �aj�j with�
cj�

q
Re��j�

�nj���
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�
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q
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�nj���
j
� E�	q�nj��
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Moreover
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�x
log
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�
I � iL �

det�
�
I  iL

�
is a solution of the modi�ed Korteweg�de Vries equation ����
 wherever both determinants
det��I � iL� do not vanish�

b
 Each of the solutions in a
 can be expressed explicitly in the form
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�x
log

detN
�
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�
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where the operator M � M�x� t� � N �	��	��nj��� is generated by the special generalized
in�nite matrix

M�x� t� �
�
�ij bLi�x� t� "l�di�C��ij

��
i�j��
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with a vector � �� d � �dj�j satisfying
�
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nj�
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In the above statement det� denotes the spectral determinant on L� � H � L�� and again
detN is the nuclear determinant on the component N �	��	��nj����
The parts b� of Theorem ����� and Theorem ����� give us access to reality conditions

global and regularity for countable superpositions of negatons as well for the R�reduced
AKNS system as for the sharpener result in the context of the modi�ed Korteweg�de Vries
equation�

Theorem ������ Let the �j be as assumed in Theorem ����� or Theorem ������ respectively�
with the following additional properties�

�i
 If �j � R� then dj � 	q�nj �R��

�ii
 There is a permutation 
 of J � fj � N j �j �� Rg such that for each j � J we have
���j	 � �j and d��j	 � dj�

Then the solutions in Theorems ����� or Theorem ������ respectively� are de�ned on all of
R
�� real�valued� and regular�

Note that real eigenvalues� see �i�� lead to solitons#antisolitons� whereas pairs of complex
conjugate eigenvalues as in �ii� give rise to breathers �see Section ������� Thus breathers
are indeed contained in our treatment of countable superpositions�

Recall �nally that the factors �ij in Theorem ����� are necessary to ensure M � N � but
they cancel in the actual evaluation of the nuclear determinant� Note� however� that in the
soliton case these factors always equal �� In the negaton case� a slightly stronger condition
ensures nuclearity of M even for �ij � ��

Proposition ������ If the sequence d � �dj�j in Theorem ����� b
 even satis�es

�dj�Re��j�
�n����j � 	��	��nj���

where n� �� supj nj � then the factors �ij can be chosen equal to ��

���



Appendix A

Connection to Wronskian

representations

Up to now our treatment of solitons and negatons was exclusively based on our operator�
theoretical approach� Although our work was inspired by the method of Marchenko 
����
the structure of the resulting solution formulas is quite di	erent� Even in the simplest case
of N �solitons� the coincidence of the corresponding formulas is not obvious at all�

In Marchenko�s work� N �solitons are represented in terms of Wronskian determinants�
The latter appear also in constructions based on Darboux transforms �confer 
����� For
our purposes the construction of positions by Matveev and ensuing developements are very
important �
���� 
���� 
���� 
���� see also 
���� 
���� 
����� For related material the interested
reader may also consult 
���� 
���� 
���� 
���� 
����

The purpose of the present appendix is to establish the link between our solution for�
mulas and those constructed by Wronskian techniques�

A�� The pure soliton case

For the C �reduced AKNS system� a representation of n�solitons in terms of Wronskian�type
determinants is given by

q � �i����n)��)�� �A���

with

)� � det

	BBBBBBBBB
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where the functions �j are de�ned by �j�x� t� � exp
�
�i�jx  f���i�j�t  �

��	
j

�
and the

constants �j are assumed to be pairwise di	erent�
Note that the particular case n � � yields q � ��i��� ����� ����� which coincides

with the one�soliton solution ������ of the C �reduced AKNS system if we set � �� �i��
The representation �A��� is taken from 
��� combined with 
���� Similar formulas were

already derived by Matveev 
��� in the context of Darboux transformations for the zero
curvature equations�

In the following lemma we show how to translate �A��� into our framework�

Proposition A����� Every soliton solution as in �A��
 can be realized as one of the solu�
tions constructed in Proposition ����� with A being a diagonal matrix�

Proof Step �
 To simplify arguments� rename �j � �i�j � �j � ��i�j � Then q in �A���
is given by almost the same formula with �j � �j replaced by �j � ��j and the factor �i in
front of the whole formula cancelled�

Step �
 Next we take a closer look on the numerator )�� Interchanging columns� we can
put the �rst into �n ���th column without changing the order of the other columns� Now
we can compare )� with the denominator )�� from which it only di	ers in the �n  ���th
column� Thus )� � ����n

�
)� �)

�
with

) � det

	BBBBBBBB


�n��� � � � � ��n��� �� � �n� ��n��� �� � � � ���
���

���
���

���
���

�n��n � � � � ��n��n �n � �nn ��n��n �n � � � ��n
�����n�� � � � � �����n����� � �����n �����n����� � � � ����

���
���

���
���

���
���n�n�� � � � � ���n�n����n � ���n�n ���n�n����n � � � ���n

�CCCCCCCCA
�A���

Next we introduce A � diagf�j j j � �� � � � � ng� L � diagf�j j j � �� � � � � ng and the two
Vandermonde matrices V �

�
�n�ji

�n
i�j��

� W �
�
���i�n�j

�n
i�j��

� Then� as a result of the
manipulations of this step� we get

q � ��)�)�

with )� � det

�
V �LV
W L

��
W

�
and ) � det

�
V �LV �AV

W L
��
W  AW

�
�

Note that we subtracted in �A��� the j�th from the �n j ���th column �for j � �� � � � � n���
to obtain the expression of )�

Step �
 We proceed by the subsequent simultaneous manipulations for numerator ) and
denominator )��

)� � det
�� I �

� L
��

��
I �LVW��

LWV �� I

��
V �
� W

��
� det�L

��
VW � det

�
I �LVW��

LWV �� I

�
and

) � det
�� I �

� L
��

��
I �LVW�� � AVW��

LWV �� I  LA

��
V �
� W

��
���



� det�L
��
VW � det

�
I �LVW�� �AVW��

LWV �� I  LA

�
� det�L

��
VW � det

�
I �LVW��

LWV �� I  LWV ��
�
VW��A AVW��

� � �

where we have used Lemma A���� for the latter reformulation�
Set C � VW��� Then� by de�nition of V � W � it is clear that W � �V , for � � ����n��

and , � diagf����j�� j j � �� � � � � ng� and the following calculation shows WV �� � C�

WV �� � �V , V �� � �V
�
,V ��

�
� V

�
�,��V

���
� VW���

To sum up�

q � ��
det

�
I �LC
LC I  LC

�
AC  CA

� �
det

�
I �LC
LC I

� �

Step �
 Let us de�ne C� � � C � V ,V
��
� Then we have C��

� � C�� Moreover� by
Proposition A���� a� there exist b� d � C n � both non�zero� such that C� � $

��
A�A
�b� d�� In

other words�

AC�  C�A � b� d� �A���

and� by conjugation�

AC�  C�A � b� d� �A���

In particular� C� � $
��
A�A
�b� d��

Now� multiplying �A��� with C� from the left and �A��� with C� from the right yields

b� �C�d� � C��b� d� � A  C�AC� � �b� d�C� � �C
�
�b�� d�

Since the range of b� �C�d� is hC�di and the range of �C �
�b�� d is hdi� there exists � � C

such that C�d � �d� and� because the operators are the same� C�
�b � �b� Next� from

d � C�C�d � �C�d � � C�d � j�j�d we infer j�j� � ��

Step �
 As a last preparation� we use �� � �� j�j� � �� and C � �C� to rewrite

q � ��
det

�� I �
� ��

��
I �LC
LC I  LC

�
AC  CA

� �� I �
� ��

��
det

�� I �

� ��

��
I �LC
LC I

��
I �
� ��

��

� ��
det

�
I ���LC

��LC �  LC
�
AC  CA

� �
det

�
I ���LC

��LC I

�

� ��
det

�
I ��LC�

�LC� I  LC�

�
AC�  C�A

� �
det

�
I ��LC�

�LC� I

� � �A���

���



Step �
 In the last step we show that there are vectors a� c � C n such that �A��� coin�
cides with a solution as given in Proposition ������ Namely� using the vectors b� d � Cn
constructed in the fourth step� we de�ne

a � b� c � �Fd�

where F � diag
�
exp��

��	
j �

�� j � �� � � � � n
�
is the diagonal matrix containing the initial

position shifts�
It is straightforward to observe L � bLF with bL�x� t� � exp �Ax f��A�t

�
� and thus

�LC� � bL � �F$��
A�A
�b� d�

�
� bL$��

A�A

�
b� ��Fd� �� bL$��

A�A
�a� c��

It remains to show LC�

�
AC�  C�A� � bL�a� c�� To this end� we apply the results of the

fourth step� Consequently�

LC�

�
AC�  C�A� � LC�

�
b� d� � L

�
b� �C�d�

�
� L

�
b� ��d�� � bL�b� ��Fd��

� bL�a� c��

As a result we have proved that the solution �A��� can be realized in the form of Proposition
����� by a particular choice of a� c � C n � and the generating matrix A being diagonal� This
is shows the assertion�

Lemma A����� Let R� S� T � and R� � Mn�n�C � be arbitrary square matrices� Then the
following identity holds�

det

�
I R R�

S T

�
� det

�
I R
S T � SR�

�
�

Proof Since the block in the upper left corner is the identity matrix I � Mn�n�C � and
the dimensions of the blocks are equal� we can eliminate R� by ordinary operations with
columns� It is elementary to check the e	ect of these operations on the block in the lower
right corner�

A�� The case of a single negaton

Literature on positons and negatons of the AKNS�system is very limited� Discussions of
low�dimensional cases can be found for example in 
���� 
��� for the modi�ed Korteweg�
de Vries and in 
��� for the sine�Gordon equation� Their techniques rely on the Darboux
transformation techniques initiated by Matveev and do not yield solution formulas in closed
form�

Another approach is to explicitly solve the Gelfand�Levitan�Marchenko equations for
scattering data with multiple poles in the re�ection coe�cient� �Single poles correspond
to solitons�� This ansatz has been pursued in 
��� for the sine�Gordon and in 
��� for the
Nonlinear Schr�odinger equation� where also asymptotics are discussed�

In the sequel we shall focus on unpublished work of Steudel 
���� where the single negaton
of order n of the AKNS�system is given in terms of Wronskians� After a slight adaption to
the formula �A���� the solution formula of Steudel reads

q � �i����n)��)�� �A���

with

���
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where ���� � exp
�
�i�x  f���i��t ���	��i��

�
and ���	 shares the property of f� for the

C �reduced AKNS system� i�e�� ���	�t� � ����	��t�� In particular�

���� � �������

Note the formal analogy to the determinants appearing in the Wronskian formula �A���
for the n�solitons� In fact� the �rst and the n�th rows of )� in �A��� and of the actual )�

coincide exactly� Whereas in the previous case the matrix is �lled by independent rows of
the same type� in the case at hand we obtain the remaining rows by successive di	erentiation
with respect to �� ��

In the following lemma we translate �A��� into our framework�

Proposition A����� Every single negaton as in �A��
 can be realized as one of the solutions
constructed in Proposition ����� with A being to a single Jordan block�

Proof We closely follow the proof of Proposition A����� Therefore� we only indicate the
necessary modi�cations in each step�

Step �
 Again we set � � �i�� � � ��i�� Consequently� the derivatives are replaced by
the rule ���� � �

�i����� ���� � � �
�i����� Carrying out this replacement carefully� we

end up with the same formulas as in �A��� with

� �� � replaced by �� ���

� �

��
�
�

��
replaced by

�

��
�
�

��
�

� ����� ���� replaced by ����� ��b���� with ���� �� exp
�
�x  f����t  ���	���

�
�b���� �� exp �� �x f�����t ���	����� �note that the latter equals ��������

and the factor �i in front of the whole formula cancelled�

Step �
 By precisely the same argument as in the proof of Proposition A����� we obtain
the reformulation q � ��)�)� with

) � det

	BBBB

� �i��

��i��
�
�n�j

� �n
i�j��

�
� �i��

��i��

�
�n�j

�
����  �

�� �n
i�j��� �i��

��i��
�
����n�j� �n

i�j��

� �i��

��i��

�
����n�j���b����  �

�� �n
i�j��

�CCCCA �

���



As for a more convenient representation of the inner matrices� de�ne

V� �
� �i��

��i��
�
�n�j

� �n
i�j��

and W� �
� �i��

��i��
�
����n�j� �n

i�j��
�

In addition� we use the following factorization� valid for an arbitrary function f � which can
be easily veri�ed by the product rule�

� �i��

��i��
�
�n�jf���

� �n
i�j��

� " bDf"
�� V� for " ��

	
 � � !���
�n� ��! �

�A
and bDf with the entries � bDf�ij ��

���
�

�j � i�!

�j�i

��j�i
f���� j � i�

�� j � i�

In particular� bDid � A� where A is the Jordan block corresponding to the eigenvalue � with

dimension n� Moreover� we de�ne L �� bD��
With these ingredients� we check

) � det

�
V� �"�L  A�"�� V�

W� "�L
��
 A�"�� W�

�
� det

�
"��V�" ��L A� "��V�"

"��W�" �L
��
 A� "��W�"

�

� det

�
V ��L A�V

W �L
��
 A�W

�
�

where we have set V � "��V�"� W � "��W�"� Of course� )� can be rewritten analogously�
To sum up�

q � ��)�)� with

)� � det

�
V �LV
W L

��
W

�
and ) � det

�
V ��L A�V

W �L
��
 A�W

�
�

Step �
 This step can be carried over literally� For C �� VW��� the result is

q � ��
det

�
I �LC
LC I  LC

�
AC  CA

� �
det

�
I �LC
LC I

� �

To perform the reformulation in this step we have used WV �� � C� which can be seen
by the following argument� By de�nition of V�� W�� we have W� � �V �, with , �
diagf����j�� j j � �� � � � � ng and � � ����n��� Therefore�

C � VW�� � � "�� V�,V
��
� "

and� analogously� WV �� � � "�� V �,V
��
� " � C � In particular� C�� � C �

Step �
 Now we apply the factorization result for matrices X such that AX  XA is
one�dimensional� Recall the de�nition of VA�

VA �
� �

�n� i�!

�n�i

��n�i
��j���

�n
i�j��

�

���



and de�ne C� � VA,V
��
A
� Then� by Proposition A���� a�� there exist b� d � C n � both non�

zero� such that C� � $
��
A�A
�b� d�� and� by conjugation� C� � $

��
A�A
�b� d�� Moreover� the

same argument as in the proof of Proposition A���� shows that there is a complex number
�� j�j � �� with C�d � �d and C �

�b � �b�
To �nish the step� we establish the relation between C� and C� Observe

VA � "
��V�J with J �

	
 � ����
� �

�A �

Thus C � � �"��V��,�V
��
� "� � VA�� J,J�V

��
A

� VA,V
��
A
� C��

Step �
 Using j�j � �� C � C�� and following precisely the argument in the proof of
Proposition A����� we obtain

q � ��
det

�
I ��LC�

�LC� I  LC�

�
AC�  C�A

� �
det

�
I ��LC�

�LC� I

� � �A���

Step �
 Finally we construct vectors a� c � C n such that �A��� coincides with a solution
as given in Proposition ������ Starting with the vectors b� d � C n of the fourth step� we set

a � b� c � �Fd�

where the matrix F � bDexp����		 contains the initial position shifts and their derivatives�

Then L � bLF with bL�x� t� � exp
�
Ax  f��A�t

�
� which is simply the product rule� and

�F$��
A�A
�b � d� � $��

A�A

�
b � ��Fd�� because A and F commute� This immediately shows

that �LC� � bL �F$��
A�A
�b � d� � bL$��

A�A
�a � c�� �LC� � bL$��

A�A
�a � c�� The identity

LC�

�
AC�  C�A� � bL�a � c� can be veri�ed as in the proof of Proposition A����� There�

fore� �A��� can be realized in the form of Proposition ����� by a particular choice of a�
c � C n � and the generating matrix A being a Jordan block� The proof is complete�

A�� Factorization of solutions X of the operator equation

AX �XB

In the preceding sections we have established the link to solutions of the C �reduced AKNS
system which are constructed using Wronskian techniques� The aim of this section is to
supplement the factorization results Proposition A���� and Proposition A���� needed in the
proofs of Proposition A���� and Proposition A�����

A�	�� Vandermonde�type factorization for A� B diagonal

To the diagonal matrix A � diagf�j jj � �� � � � � ng � Mn�n�C �� we assign the Vandermonde
matrix

VA �
�
�n�ji

�n
i�j��

�

	B
 �n��� � � � �� �
���

���
���

�n��n � � � �n �

�CA � Mn�n�C �

���



and

WA �
� X

��������i��
j 	�f������ ��i��g

��� � � ���i��

�n
i�j��

�

	BBBBBB

� � � � �P

j 	�� �j � � �
P

j 	�n �jP
j�j�

j�j� ���

�j�j� � � �
P

j�j�

j�j� ��n

�j�j�

���
���Q

j 	�� �j � � �
Q

j 	�n �j

�CCCCCCA �

As the next lemma shows� the latter matrix is the main part of V ��
A �

Lemma A����� The inverse of the Vandermonde matrix VA �
�
�n�ji

�n
i�j��

� Mn�n�C ��
with �j pairwise di
erent� is

V ��
A � ,WADA with DA � diag

�
�
� nY

���
���j

��j � ���
�� j � �� � � � � n �

and , � diag
�
����j�� �� j � �� � � � � n � �

Proof The proof can be done by direct veri�cation� Namely� denoting the ij�th entry of
a matrix T as usual by Tij � matrix calculation shows�

VA,WA

�
ij

� �n��i � �n��i

X
�	�j

��  �n��i

X
���� 	�j

�����  � � � ����n��
Y
�	�j

��

�
Y
�	�j

��i � ���

�

� Q
� 	�j��j � ���� i � j

� i �� j
�

Therefore� VA,WA � D��
A � which completes the proof�

Corollary A����� Let A � diagf�j jj � �� � � � � ng� B � diagf�j jj � �� � � � � ng �Mn�n�C ��
Then

a
 VAWB �
� nY

���
���j

��i  ���
�n
i�j��

�

b
 A�VAWB�  �VAWB�B �
� nY

���

��i  ���
�n
i�j��

� e�� c� where e� � C n is the vector

with all entries equal to � and c �
� Qn

�����i  ���
�n
i��

�

Proof As for a�� the proof can be almost literally copied from the proof of Lemma A�����
and b� can be immediately checked by matrix multiplication�

In summary� we have shown the following factorization result�

Proposition A����� Let A � diagf�j j j � �� � � � � ng� B � diagf�j j j � �� � � � � ng �
Mn�n�C � satisfy �i
 �j pairwise di
erent and �ii
 �i �j �� � for all i� j� Then the following
factorization holds�

a
 There exist vectors a� c � C n such that

VA,V
��
B � $��A�B�a� c��

namely a �
� Qn

����� 	�i��j � ���
��
�n
i��

� c �
� Qn

�����i  ���
�n
i��

�

���



b
 For any b� d � C n �

$��A�B�b� d� � DcD
��
d VA,V

��
B DaD

��
b �

where Df � Mn�n�C �� for f � �fj�
n
j�� � C n � denotes the diagonal matrix with the

entries fj on the diagonal� and a� c � C n are as de�ned in a
�

Proof Part a� is just a reformulation of Lemma A����� Corollary A���� b�� For part b� we
use that the matrices D� � DdD

��
c � D� � DbD

��
a are diagonal� Hence� from the fact that

C � VA,V
��
B solves AC CB � a�c with a� c as de�ned in a�� it follows that bC � D�CD�

solves A bC  bCB � D��AC  CB�D� � D��a� c�D� � �D
�
�a�� �D�c� � b� d�

A�	�� Factorization for Jordan blocks A� B

To the Jordan block A � Mn�n�C � with eigenvalue �� we assign

VA �
� �

�n� i�!

�n�i

��n�i
�j��

�n
i�j��

Mn�n�C ��

in other words �VA�ij �

���
�
j � �
n � i

�
��j��	��n�i	 n � i j � ��

� n � i j � ��
for the ij�th entry �VA�ij of VA�

By the subsequent lemma� the main part of V ��
A is an upper left triangle matrix of a

quite similar structure� namely

WA �
�
����n�j �

�i� ��!
�i��

��i��
�n�j

�n
i�j��

�

Lemma A����� The inverse of the matrix VA � Mn�n�C � is

V ��
A � ,WA with , � diag

�
����j�� �� j � �� � � � � n � �

Proof Since �VA�i� � � if 
 � n �� i� and �WA��j � � if 
 � n �� j�
�
VA, �WA

�
ij
� �

for i � j� For i � j� we directly calculate

�
VA, �WA

�
ij
�

n���jX
��n���i

�VA�i���������WA��j

�

i�jX
	��

�VA�i�	�n���i	 � ����	�n�i � �WA��	�n���i	j

�

i�jX
	��

�
n� i �

n � i

�
�	 � ����n�i�	 � ����n�j

�
n� j

n� i �

�
�i�j�	

� ����i�j
�
n� j

i� j

� i�jX
	��

����	
�
i� j

�

�
� �ij �

Thus VA,WA � �� yielding the assertion�

���



Corollary A����� Let A�B � Mn�n�C � be Jordan blocks with eigenvalues �� �� respectively�
Then

a
 VAWB �

�
����n�j �

�n� i�!

�n�i

��� ��n�i
�� ��n�j

�n

i�j��

�

b
 A�VAWB�  �VAWB�B � e��	n � c� where e
��	
n � Cn is the �rst standard basis vector

and

c �
�
����n�� �

�n� i�!

�n�i

��� ��n�i
�� ��n

�n
i��
� Cn �

Proof The proof of part a� is the same as the one of Lemma A����� As for b�� we start
with the calculation of A�VAWB�� Matrix multiplication yields that� for i � n��

A�VAWB�
�
ij

� � ����n�j �

�n� i�!

�n�i

��� ��n�i
�� ��n�j

 ����n�j �

�n� i� ��!
�n�i��

��� ��n�i��
�� ��n�j �

It is clear that the �rst summand does not vanish if and only if i� j � �� the second if and
only if i� j  � � �� Thus the following cases are relevant�
a� i� j � ��� Then � A�VAWB�

�
ij
� � since both summands are zero�

b� i� j � ��� Here only the second summand is non�zero� and � A�VAWB�
�
ij
� ����n�j �

c�� i� j � �� Now the both summands are non�trivial and we calculate�
A�VAWB�

�
ij

� � ����n�j
�
n� j

n � i

�
�� ��i�j  ����n�j

�
n� j

n� i� �
�
�� ��i�j��

� ����n�j
��

n � j  �

n � i

�
� 

�
n� j

n � i� �
�
�

�
�� ��i�j �

d�� In the case i � n� which has to be treated separately� we get
�
A�VAWB�

�
nj
�

� ����n�j�� ��n�j �

Next we calculate �VAWB�B� In an analogous manner as above� for j � ���
�VAWB�B

�
ij

� � ����n�j �

�n� i�!

�n�i

��� ��n�i
�� ��n�j

 ����n�j�� �

�n� i�!

�n�i

��� ��n�i
�� ��n�j���

Again the �rst summand does not vanish if and only if i� j � �� the second if and only if
i� j  � � �� and we have to distinguish the cases�
a� i� j � ��� Again � �VAWB�B

�
ij
� � because both summands vanish�

b� i � j � ��� Here only the second summand is non�zero� yielding � �VAWB�B
�
ij
�

����n�j���
c�� i� j � �� Then both summands are non�zero� and we check�

�VAWB�B
�
ij

� � ����n�j
�
n � j

n � i

�
�� ��i�j  ����n�j��

�
n� j  �

n� i

�
�� ��i�j��

���



�

�������
����n�j

��
n� j

n � i� �
�
� �

�
n� j  �

n� i

�
�

�
�� ��i�j � i � n�

����n�j����� ��n�j � i � n�

d�� The case j � � has to be treated separately� Here we get�
�VAWB�B

�
i�

� �����n��
�
n� �
n � i

�
�� ��i���

It is obvious� that in the cases a� and b� the entries
�
A�VAWB� �VAWB�B

�
ij
always

vanish� Therefore� A�VAWB�  �VAWB�B is a lower left triangular matrix� To check the
remaining entries i� j � �� we proceed along the di	erent cases discussed above�
c�� � c�� i � n� j � �� Then we obviously have

�
A�VAWB�  �VAWB�B

�
ij
� ��

d�� � c�� i � n� j � �� Also in this case we directly see
�
A�VAWB�  �VAWB�B

�
nj
� ��

c�� � d�� i � n� j � �� Then�
A�VAWB�  �VAWB�B

�
i�

� ����n��
��

n

n� i

�
� 

�
n� �

n� i� �
�
�

�
�� ��i��

 �����n��
�
n � �
n� i

�
�� ��i��

� ����n��
�

n

n� i

�
�� ��i�

d�� � d�� i � n� j � �� Then�
A�VAWB�  �VAWB�B

�
n�

� �����n����  ��n��  �����n��
�
n � �
�

�
�� ��n��

� ����n���� ��n�

In summary� we have shown that the matrix A�VAWB� �VAWB�B has only non�vanishing
entries in the �rst column� namely�

A�VAWB�  �VAWB�B
�
i�

� ����n��
�

n

n � i

�
�� ��i

� ����n�� �

�n� i�!

�n�i

��� ��n�i
�� ��n�

which is equivalent to the assertion�

�Illustration of the cases which had to be treated separately in the proof of Lemma A����� The �rst
matrix is a scheme for the calculation of A

�
VAWB

�
� the second for

�
VAWB

�
B�

�
BB�

� a�
� � �

c�� ��� � � � � � �

�
CCA

�
BB�
�� a�
���

� � �
� �
� c�� ��

�
CCA � � b�

� � d��
� � d��

���



To state the factorization result� we recall the notation "r��� � Mn�n�C � for the upper
right band matrix given in terms of a vector � � ��j�

n
j�� � Cn by

"r��� �

	
 �� �n� � �
� ��

�A
Note that "r��� is invertible if and only if �� �� �� In this case also "����� is an upper right
band matrix� Furthermore� for � � C n we set b� � ��n�i���ni��� Then we have "r�b��e�n	n � �

and "r���
�e
��	
n � �� where e

��	
n � e

�n	
n are the �rst and the n�th standard basis vectors�

Proposition A����� For single Jordan blocks A�B � Mn�n�C � with eigenvalues �� �� re�
spectively� which satisfy � � �� �� the following factorization holds�

a
 There exist vectors a� c � C n such that

VA,V
��
B � $��A�B�a� c��

namely a � e
��	
n � c �

�
����n�� �

�n� i�!

�n�i

��� ��n�i
�� ��n

�n
i��

�

b
 For any b� d � C n �

$��A�B�b� d� � "r�bd�"r�bc��� � VA,V ��
B � "r�b��

where c is de�ned as in a
�

Proof Part a� is just a reformulation of Lemma A����� Corollary A���� b�� As for part
b�� we use that upper band matrices commute� By a� we infer that C � VA,V

��
B solves

AC CB � e
��	
n � c � e

��	
n � �"r�bc�e�nn � � "r�bc��e��	n � e

�n	
n �� Thus bC � "r�bd�"r�bc���C"r�b�

solves A bC  bCB � "r�bd��e��	n � e
�n	
n �"r�b� � �"r�b�

�e
��	
n � � �"r�bd�e�n	n � � b � d� Note that

the invertibility of "r�bc� is guaranteed by the assumption that �  � �� ��

���



Appendix B

A brief survey on traces and

determinants on quasi�Banach

operator ideals

In this appendix we give a concise and selfcontained introduction to the theory of traces
and determinants on quasi�Banach operator ideals including all the material needed in this
text� We shall also encompass several recent results� As a general reference� we cite the
monographs of K�onig 
���� Pietsch 
���� Reed#Simon 
���� and Simon 
����

On the following aspect we lay particular emphasis�

Basing on the well�known fact that there exists a unique trace on the smallest
operator ideal F of �nite rank operators which is� indeed� spectral� two natural
procedures are considered how to extend the trace to �larger� quasi�Banach
operator ideals�

In this context the following operator ideals� which� from the modern point of
view� play a crucial role for developing a trace theory� come up� namely the ideal
Nr of r�nuclear operators �� � r � �� in the sense of Grothendieck on the one
hand and ideals A 
 Seig

� of so�called eigenvalue type � on the other hand�

Both of those possibilities to extend the trace are discussed in detail leading
to some background information as well as a motivation for the construction of
countable superpositions of solitons�

The outline presented here is essentially taken from 
���� If not stated otherwise� the
cited results can be found in 
����

B�� Basic notions

For the general notion of a quasi�Banach operator ideal we refer to the monographs of
Defant#Floret 
��� and Pietsch 
����

De�nition B����� �Operator ideal� The class A ��
S
E�F A�E� F � with given subsets

A�E� F � 
 L�E� F � for each pair of Banach spaces E and F is called an operator ideal if
the following conditions are satis�ed�

�i
 a� y � A�E� F � for any a � E� and y � F �

�ii
 If S� T � A�E� F �� then S  T � A�E� F ��
�iii
 If X � L�E�� E�� T � A�E� F �� and Y � L�F� F��� then Y TX � A�E�� F���

���



Remark B����� An operator T � L�E� F � is a �nite rank operator if there exists a �nite
representation T �

Pn
i�� ai � yi with ai � E�� yi � F � and the collection of all �nite rank

operators from E into F is denoted by F�E� F ��
The class L of all �bounded linear
 operators is the largest and the class F of �nite rank

operators the smallest operator ideal�

De�nition B����� a
 A function k � j A k assigning a non�negative number k T j A k to
every operator T � A is called a quasi�norm on the operator ideal A if it has the following
properties�

�i
 k a� y j A k�k a k � k y k for a � E�� y � F �

�ii
 k S  T j A k� cA

�
k S j A k  k T j A k

�
for S� T � A�E� F ��

�iii
 k Y TX j A k�k Y k � k T j A k � k X k for X � L�E�� E�� T � A�E� F �� and
Y � L�F� F���

In the case cA � � we simply speak of a norm�
b
 An operator ideal A is called a quasi�Banach operator ideal if all components A�E� F �

are complete with respect to the quasi�norm k � j A k given on A� If k � j A k is an r�norm
�� � r � ��� A is called an r�Banach operator ideal� and if k � j A k is even a norm� then
we call A a Banach operator ideal�

Remark B����� k T k�k T j A k for all T � A�
The concept of an operator ideal A � S

E�F A�E� F � also makes sense if E� F range only
over a subclass of Banach spaces� Of particular interest is the subclass of Hilbert spaces�

De�nition B����� Let A� B be quasi�Banach operator ideals�
a
 The product B � A consisting of operators T � L�E� F � which can be written in the

form T � Y X with X � A�E�G�� Y � B�G�F � becomes a quasi�Banach operator ideal with
respect to k T j B � A k� inffk Y j B kk X j A kg� where the in�mum is taken over all
possible factorizations�

b
 The sum A B consisting of operators T � L�E� F � which can be written in the form
T � X  Y with X � A�E� F �� Y � B�E� F � becomes a quasi�Banach operator ideal with
respect to k T j A  B k� inffk X j A k  k Y j B kg� where the in�mum is taken over all
possible decompositions�

The following axiomatic approach to abstract traces on arbitrary operator ideals is due
to Pietsch 
����

De�nition B����� �Trace�
a
 Let A be an operator ideal� A complex valued function � �

S
E A�E� �� C is called

a trace on A if the following properties are satis�ed�

�i
 � is linear on each component A�E��
�ii
 ��a� y� � hy� ai for all a � E�� y � E�

�iii
 ��XT � � ��TX� for any T � A�E� F �� X � L�F�E��
b
 A trace � de�ned on a quasi�Banach operator ideal A is said to be continuous if the

function T �� ��T � is continuous on every component A�E��
c
 A trace � is called spectral if it is given as the sum of the eigenvalues� i�e�� ��T � �P

i �i�T � for all T � Obviously an operator ideal admits at most one spectral trace� which
we will always denote by tr��

���



Lemma B����� A trace � de�ned on a quasi�Banach operator ideal A is continuous if and
only if there exists a universal constant c � � such that j ��T � j� c k T j A k for all
T � A�E� �and all Banach spaces E
�

In analogy to the concept of traces� determinants on operator ideals can be de�ned�

De�nition B���
� �Determinant�

a
 Let A be an operator ideal� A complex valued function � �
S
E A�E� �� C is called

a determinant on A if the following properties are satis�ed�

�i
 ���I  S��I  T �� � ��I  S� ��I  T � for all S� T � A�E��
�ii
 ��I  a� y� � �  hy� ai for all a � E �� y � E�

�iii
 ��IE  XT � � ��IF  TX� for any T � A�E� F �� X � L�F�E��
�iv
 For every T � A�E� �and every arbitrary Banach space E
� ��I  zT � is an

entire function in z�

where I �or IE to emphasize the underlying Banach space E
 always denotes the identity
operator on E�

b
 A determinant � de�ned on a quasi�Banach operator ideal A is said to be continuous
if the function T �� ��I  T � is continuous on every component A�E��

c
 A determinant � is called spectral if it is given by ��I  T � �
Q

i

�
�  �i�T �

�
for

all T � Obviously an operator ideal admits at most one spectral determinant� which we will
always denote by det��

Lemma B����� The operator I  T is invertible if and only if ��I  T � �� ��
Lemma B������ Let A be an operator ideal� � a trace� and � a determinant on A� Then�
for all T � A with rank�T � � ��

���  T � � �  ��T ��

Remark B������ The concept of a trace�determinant is also used for operator ideals de�
�ned on a subclass of Banach spaces�

B�� Outline of results

The �rst aim of this section is to explain how� basing on the trace formula for �nite rank
operators� the trace can be extended to �larger� quasi�Banach operator ideals� Afterwards�
the link between traces and determinants is discussed�

As the starting point� we consider the operator ideal F of �nite rank operators� It is a
well�known fact that there is a unique trace tr on F which is given by

��� tr�T � �
nX
i��

hyi� aii for an arbitrary ��nite� representation T �
nX
i��

ai � yi�

and moreover� since the trace tr on the �nite rank operators F is spectral�

��� tr�T � �
NX
i��

�i�T � ��i�T � the eigenvalues of T ��

���



Each of those two possibilities to express the trace tr on the �nite rank operators F leads
in a natural manner to an ansatz for the extension of the trace to �larger� quasi�Banach
operator ideals� namely� for operators

��� T with an in�nite representation T �
�X
i��

ai � yi

where
�X
i��

j hyi� aii j�
�X
i��

k ai kk yi k�� is assumend�

��� T possessing absolutely summing eigenvalues� i�e�
X
i

j �i�T � j���

Unfortunately� neither of them goes through automatically and we therefore have to take
a closer look to both of them�

First we turn to the extension�procedure indicated by ����

Let T � L�E� be a Riesz operator� Because all non�zero elements � �� � of the spectrum
spec�T � of a Riesz operator are isolated eigenvalues with �nite algebraic multiplicity� we may
assign an eigenvalue sequence ��i�T ��i to every Riesz operator T � L�E� by the following
rule�

Counting every eigenvalue according to its algebraic multiplicity� the eigenvalues
are arranged in order of non�increasing absolute values� In order to deal always
with an in�nite sequence of eigenvalues� in the case that T possesses exactly N
eigenvalues� we de�ne �i�T � � � for i � N �

De�nition B����� Let � � p � �� By Seig
p we denote the class Seig

p �
S
E�F Seig

p �E� F �
consisting of the sets

Seig
p �E� F � �

n
T � L�E� F �

��� ST is Riesz with p�summing eigenvalues 
S � L�F�E�
o
�

Remark B�����
a
 The operator ideal F of �nite rank operators is contained in the class Seig

p �
b
 The class Seig

p satis�es the multiplicativity property L � Seig
p � L 
 Seig

p �that is ideal
property �iii
 in the De�nition of an operator ideal
�

The latter property is an immediate consequence of the principle of related operators
�cf� Pietsch 
�����

Proposition B����� �Principle of related operators� The operators S � L�E� and
T � L�F � are called related if there exist A � L�F�E�� B � L�E� F � such that S � AB and
T � BA� Then S is a Riesz operator if and only if T is Riesz� and both operators have the
same non�zero eigenvalues with the same multiplicities�

Nevertheless� it is not true that Seig
p is an operator ideal considered over the class of

all Banach spaces� More precisely� it can be shown that for all � � p � � there exists a
Banach space E such that Seig

p �E�E� is no vector space�
In contrast� we mention that Seig

p �H� is an operator ideal over the class of the separable
in�nite�dimensional Hilbert spaces H � Indeed� for � � p � � the class Seig

p �H� coincides
with the Schatten ideal Sp�H� of type lp �confer Pietsch 
��� for those statements��

Considering quasi�Banach operator ideals A contained in Seig
p � the p�norm of the eigen�

value sequence can be estimated�

���



Proposition B����� �Principle of boundedness� Let A be a quasi�Banach operator
ideal with A 
 Seig

p � Then there exists a universal constant c � � such that� �X
i��

j �i�T � jp
� �
p � c k T j A k for all T � A�E� and all Banach spaces E�

If� in addition� we con�ne ourselves to the class Seig
� � the following deep result was

obtained by White 
�����

Proposition B����� �Spectral trace�

Let A be a quasi�Banach operator ideal such that A 
 Seig
� � For arbitrary Banach spaces

E and every T � A�E� we de�ne

tr��T � �
�X
i��

�i�T ��

Then the function tr� is a continuous spectral trace on A�
In general the spectral trace tr� is not unique as an observation of Kalton 
��� shows�

He has proved the existence of a quasi�Banach operator ideal A 
 Seig
� admitting di	erent

continuous traces�
To guarantee the uniqueness of the trace tr�� we use the above result of White combined

with the trace extension theorem �cf� Pietsch 
�����

Proposition B����� �Trace extension theorem�

Let A be a quasi�Banach operator ideal such that for all Banach spaces E and F the
components F�E� F � of �nite rank operators are k � j A k�dense in A�E� F �� If there exists
a constant c � � with

j tr�T � j� c k T j A k for all T � F�E� and all Banach spaces E�

then A admits a unique continuous trace denoted by trA�
The unique trace trA � A�E� � C can be de�ned for all T � A�E� by the k � j A k�

continuous extension of tr � F�E�� C �

Remark B����� Let us further mention �confer Pietsch ����
 that there exist quasi�Banach
operator ideals A� B 
 Seig

� such that A B �
 Seig
� � Thus� if tr� denotes the spectral trace

on A and B� respectively� then by

��A B� � tr��A�  tr��B� for all A � A�E� and B � B�E�
we obtain a continuous trace on A B which is not spectral�

In particular� the class Seig
� does not contain a quasi�Banach operator ideal containing

all other ideals in Seig
� �

Next we turn to the approach to extensions of the trace motivated by ����

To this end� we introduce the quasi�Banach operator ideal Nr of r�nuclear operators in
the sense of Grothendieck�

De�nition B���
� Let � � r � �� An operator T � L�E� F � is called r�nuclear if it admits
a so�called r�nuclear representation

T �
�X
i��

ai � yi with
�X
i��

k ai kr � k yi kr�� �ai � E�� yi � F ��

���



By Nr we denote the class of all r�nuclear operators� Nr becomes an r�Banach operator
ideal with respect to the quasi�norm

k T j Nr k� inf
n� �X

i��

k ai kr � k yi kr
� �
r
o

for T � Nr�E� F �

where the in�mum is taken over all possible representations�
If r � �� Nr � N� �� N is a Banach operator ideal and we simply speak of nuclear

operators in this situation�

Remark B����� Nr is the smallest r�Banach operator ideal�

Now� given T � N �E�� E a Banach space� the natural idea to extend the trace tr on F
as indicated by ��� would be to de�ne

trN �T � �
�X
i��

hyi� aii for T �
�X
i��

ai � yi� �ai � E�� yi � E��

Unfortunately this expression depends on the underlying representation of the operator T �
This was a long outstanding problem �nally solved by En�o 
��� who constructed a Banach
space without approximation property�

A Banach space E has the approximation property �a�p�� if� given any precom�
pact subset M of E and any � � �� there exists a 
nite rank operator L � F�E�
such that k z � Lz k� � for all z �M �

Since the approximation property of a Banach space E is equivalent to the estimate
j trN �T � j� k T j N k for T � F�E�� by the trace extension theorem we observe

Proposition B������ Considering the Banach operator ideal N restricted to the class of
Banach spaces with a�p�� the expression trN de�nes a unique continuous trace�

However� this trace may behave rather strangely� Since the ideal components N �lp�� � �
p � �� belong to Seig

q �lp� with the optimal eigenvalue type
�
q � �� j �

� � �
p j �see K�onig


����� the following situations occur�

p � � �best eigenvalue type l��� By the spectral�trace theorem we obtain Lidskij�s well�
known spectral trace formula trN �T � � tr��T � for T � N �l�� �see Reed#Simon 
�����
�As a remark� the Hilbert space components N �H�� H a Hilbert space� are the well�
known trace classes of Schatten��

p � � �worst eigenvalue type l��� By En�o 
��� there exists an operator S � N �l�� with
trN �S� � � and S� � �� Because the nilpotent operator S does not possess any
eigenvalue �� �� �� it is impossible to compute the trace trN �S� from the trivial
eigenvalue sequence ��� �� � � ��� Thus� the trace trN is not spectral�

We have noticed that even on the smallest Banach operator ideal N of nuclear operators
over the class of �all� Banach spaces a well de�ned trace trN does not exist� From this point
of view� we now are interested in the smaller r�Banach operator ideals Nr �� � r � ���

Due to the fact that the r�Banach operator ideal Nr belongs to Seig
q with �

q �
�
r � �

� �

we obtain Nr 
 Seig
� for � � r � �

� � and hence there exists the spectral trace tr� on Nr�
Moreover� in this case it is known that

trNr�T � �
�X
i��

hyi� aii for T �
�X
i��

ai � yi � Nr�E�

���



de�nes a trace on Nr�E� over the class of �all� Banach spaces E� This trace turns out to
be unique� and� therefore it coincides with the spectral trace on Nr�

Summarizing the previous discussion� we point out that the smallest Banach operator
ideal N of nuclear operators considered over the class of all Banach spaces does not possess
a continuous trace� Even if we restrict the considerations to the class of Banach spaces
with approximation property� the obtained trace fails to be spectral� Therefore� searching
for spectral traces� we are necessarily led to the context of quasi�Banach operator ideals�

Let us now explain the connection of the concept of traces on quasi�Banach operator
ideals with that one of determinants� In general� the link between traces and determi�
nants is governed by the trace�determinant theorem �confer Grobler#Raubenheim#Eldik

���� Pietsch 
�����

Proposition B������ �Trace	determinant theorem�� There exists a one�to�one corre�
spondence between continuous traces and continuous determinants on every quasi�Banach
operator ideal�

Furthermore� the following result concerning the di	erentiation of determinants holds�

Proposition B������ Let A be a quasi�Banach operator ideal admitting a continuous de�
terminant ��

Suppose that the A�E��valued function T �z� is de�ned on a domain of the complex plane�
If T �z� is complex�di
erentiable at a point z� with respect to the quasi�norm k � j A k� then
the complex�valued function ��I  T �z�� is di
erentiable at z� as well�

In the particular case that I  T �z�� is invertible� the derivative is given by

�

�z

�
��I  T �z���

�
� �

�
�I  T �z���

�� �

�z
T �z��

�
�
�
I  T �z��

�
where � is the corresponding trace de�ned by ��S� �� lim

z��

�

z

�
��I  zS�� �

�
for S � A�E��

As counterparts to the trace formulae� at last we state some results about the extensions
of the determinant det on F �
On the Banach operator ideal N of nuclear operators restricted to the class of Banach

spaces with a�p� the unique determinant detN is described by

detN �I  T � � �  
�X
n��

�n�T �

with �n�T � �
�

n!

�X
i���

� � �
�X

in��

det

	B
 hxi� � ai�i � � � hxi� � aini
���

���
hxin � ai�i � � � hxin � aini

�CA
for T �

�X
i��

ai � xi � N �E��
For the r�Banach operator ideal Nr of r�nuclear operators over the class of all Banach

spaces �� � r � �
�� the above formula holds as well�

And again� on quasi�Banach operator ideals A 
 Seig
� we obtain the spectral determinant

det� given by det��I  T � �
Q

i

�
�  �i�T �

�
�

���



Appendix C

Supplement to the KP equation�

The case of commuting parameters

For the sake of comparability� in this appendix we provide the proof of Theorem ����� in
the particular case that the operator�valued parameters A� B commute� Proposition C�����
has already been stated in 
���� Proposition ���� but without proof� We use the opportunity
to supplement this here�

However� note that in this simpli�ed setting the proof can be obtained by an although
lengthy but completely straightforward calculation�

Proposition C������ Let E be a Banach space and A� B � L�E� with 
A�B� � ��
Assume that L � L�x� y� t� � L�E� is an operator�valued function which solves the base

equations

Lx � �A B� L� Ly �
�

�
�A� � B�� L� Lt � ���A�  B�� L�

Then� on % � f�x� y� t� � R� j �I L� is invertibleg� a solution of the non�abelian KP ����
�
����
 is given by

U � �Vx�

W � �Vy�

where the operator�valued function V � V �x� y� t� � L�E� is de�ned by

V � �I  L����AL LB��

Note that in the case of commuting parameter operators A� B� we also lose the freedom to
choose the underlying Banach spaces independently�

Proof First recall that� by Lemma ������ it su�ces to show that the operator�valued
function V � �I  L����AL  LB� solves the integrated version ������ of the non�abelian
KP equation�

Next we introduce the abbreviations

a � A B� b �
�

�
�A� �B��� c � � ��A�  B���

Note that c actually is a function of a� b�

c � ��a�  ���b���a� �C���

���



With these abbrviations� the base equations simply read

Lx � aL� Ly � bL� Lt � cL�

Setting M � �AL LB�� it is clear that M satis�es the same base equations as L�
Next we state two simple auxiliary identities� where we use Lemma ����� and the base

equations for the second� namely

�I  L���L � �I  L���
�
�I  L�� I

�
� I � �I  L��� � L�I  L�����

�I  L���
�
x
� ��I  L���Lx�I  L���

� ��I  L���aL�I  L���

� ��I  L���a
�
I � �I  L���

�
�

With X � �I  L���� these auxiliary identities read

XL � I �X � LX� �C���

Xx � �Xa XaX� �C���

and analogously Xy � �Xb XbX � Xt � �Xc XcX �
After these preliminarities� we start with the calculation of the derivatives of V � XM �

By the usual product rule� the base equations for M � and �C���� we get

Vx � XxM  XMx

� ��Xa XaX�M  XaM

� XaXM

� XaV

and

Vxx � XxaV  XaVx

� ��Xa XaX�aV  �Xa��V

� �Xa�V  ��Xa��V�

Analogously Vy � XbV � Vyy � �Xb�V  ��Xb��V and Vt � XcV � Finally we have to
di	erentiate Vxx once more with respect to x� Since�

�Xa��V
�
x
� XxaXaV  XaXxaV  �Xa��Vx

� ��Xa XaX�aXaV  Xa��Xa XaX�aV  �Xa��V

� �Xa�XaV �XaXa�V  ��Xa��V

and

�Xa�V �x � Xxa
�V  Xa�Vx

� ��Xa XaX�a�V  Xa�XaV

� �Xa�V  XaXa�V  Xa�XaV�

we obtain

Vxxx � Xa�V � �XaXa�V � �Xa�XaV  ��Xa��V�

To keep calculations as clear as possible� from now on we use the parameters A� B and a� b�
c simultaneously� The following identity is the tool to control the nonlinear terms in �������
By the de�nitions of V � M � and �C����

V X � X�AL LB�X

� XA�LX�  �XL�BX

� XA BX �XaX� �C���

���



It immediately yields

V �
x � XaVXaV

� Xa�XA BX �XaX�aV

� XaXaAV  XaBXaV � �Xa��V�

Therefore�

Vt  ��Vx�
�  Vxxx

� X�c a��V  �XaX��aA� a��V  �X��aB � a��XaV

� X�c a��V  �
�
XaX��b��X��b�Xa

�
V�

where we have used

��A� a�a � ��A� �A B���A B� � A� � B� � �b�

��B � a�a � ��B � �A B���A B� � ��A� �B�� � ��b�
As a consequence��

Vt  ��Vx�
�  Vxxx

�
x

� Xx�c a��V  X�c a��Vx

 �
�
XxaX��b�V  XaXx��b�V  XaX��b�Vx

�
���Xx��b�XaV  X��b�XxaV  X��b�XaVx

�
� ��Xa XaX��c a��V  X�c a��XaV

 �
���Xa XaX

�
aX��b�  Xa

��Xa XaX
�
��b�  XaX��b�Xa

�
V

��
���Xa XaX

�
��b�Xa X��b�

��Xa XaX
�
a X��b�XaXa

�
V

� �X�c a��aV  XaX�c a��V  X�c a��XaV

��Xa�X��b�V � �XaXa��b�V  �XaXaX��b�V  �XaX��b�XaV

 �Xa��b�XaV  �X��b�Xa�V � �XaX��b�XaV � �X��b�XaXaV

� �X�c a��aV

 XaX�c a� � �a��b��V  X�c a�  �a��b��XaV

 ��X��b�Xa��Xa�X��b��V

 �
�
�Xa��

�
X��b�

�� �
X��b�

�
�Xa��

�
V�

Using �C��� and a����b�  a � �A  B����A� � B��  �A  B� � �A or� with the other
sign� a����b�� a � �A B����A� �B��� �A B� � ��B� we infer

�c a��a � ����b���
c a�  �a��b� � ����b��a����b�� a

�
� ���b�B�

c a� � �a��b� � ����b��a����b�  a
�
� ����b�A�

Inserting these yields�
Vt  ��Vx�

�  Vxxx
�
x
� �X��b��V

 �
�
X��b�BXa�XaX��b�A

�
V  �

�
X��b�Xa��Xa�X��b�

�
V

 �
�
�Xa��

�
X��b�

�� �X��b���Xa��
�
V�

���



By �C��� we get for the remaining nonlinear term


Vx� Vy� � XaV XbV �XbV XaV

� Xa
�
XA BX �XaX

�
bV �Xb

�
XA BX �XaX

�
aV

�
�
XaXbA�XbBXa

�
V  

�
XaBXb�XbXAa

�
V

 
�
Xb�Xa��� �Xa��Xb

�
V�

and thus�
Vt  ��Vx�

�  Vxxx
�
x
 ��
Vx� Vy� �

� �X��b��V  �
�
X��b�Xa��Xa�X��b�

�
V

 �
�
XaBX��b��X��b�XAa

�
V

�
�
� ���Vyy  �

�
X��b�

��
V
�
 �

�
X��b�Xa��Xa�X��b�

�
V

 �
�
XaBX��b��X��b�XAa

�
V

� ����Vyy  �X��b�X��b�V
 �
�
X��b�X�a�� �aA��X�a� � �aB�X��b�

�
V

� ����Vyy
 �
�
X��b�X

�
a� � �aA ��b���X

�
a� � �aB � ��b��X��b��V�

To see that the term in the brackets vanishes� we just have to use �b  a� � �aA�
�b� a� � ��aB once again� This completes the proof�

���
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