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## Introduction

The topic of the present monograph is to study integrable systems from an operator theoretic point of view. Except for a digression on the KP equations, it is devoted to a uniform treatment of the AKNS system. Its main intention is to show that not only the construction of explicit solution formulas, but also a great deal of the structural analysis of solution classes can be pursued on this general level.
In the beginning soliton equations arose as distinguished nonlinear evolution equations with striking similarities and irritating differences. A great step towards understanding the connection between the equations was achieved in the landmark paper of M. J. Ablowitz, D. J. Kaup, A. C. Newell and H. Segur [3]. Building on important work of V. E. Zakharov and A. B. Shabat [101], they discovered that the most prominent integrable systems in one space variable can be derived via reduction from a more general integro-differential system in two unknown functions. This was a crucial progress both in the effort to unify the inverse scattering method and to explain the different characteristic properties of the equations. For example the Nonlinear Schrödinger equation, displaying the complex nature of quantum mechanics, results from another type of reduction than the 'essentially real' sine-Gordon equation. Moreover it is remarkable that the AKNS system is in general nonintegrable in the sense that there are solutions with instantaneous singularities, and the inverse scattering method applies to a certain extent only formally. One needs appropriate reductions (we call them $\mathbb{C}$ - and $\mathbb{R}$-reduction) to arrive at soliton equations.
In the present work we will approach the AKNS system by an operator method. Our guiding principle can be described as follows: One translates a soliton equation and a special solution simultaneously to an operator equation and a corresponding operator-valued solution. Then one tries to regain solutions of the original equation by the use of an appropriate functional.


Typically, the solution we start with depends on a scalar parameter $a \in \mathbb{C}$. The goal of
our strategy is to construct solution formulas depending on an operator-valued parameter $A \in \mathcal{L}(E), E$ some Banach space, which can be viewed as a blow-up of $a$. As indicated in the diagram above, this can be achieved via a detour through the operator-level.
The original idea of this strategy is due to V. A. Marchenko, who pursued it in his pioneering work [55] for differential algebras. In his applications these are always realized by operators on Hilbert spaces. Then B. Carl had the idea to place it into the frame of Banach operator ideals (in the sense of A. Pietsch [72]) with the intention to establish a link between soliton theory and the geometry of Banach spaces. In a joint paper with H. Aden [8] this was done for the Korteweg-de Vries equation, and the role of the trace as an appropriate choice for the scalarization functional was clarified. In the sequel, the method proved to be very flexible. As shown by Carl and the author, it works for the most prominent soliton equations, even for discrete ones as the Toda lattice [18], [19], [88], [89], [92]. But it turned out that there is no universal algorithm to produce the right translation to the operator level. In another way, the efficiency of the method was confirmed by the work of Aden and H. Blohm [7], [13], [14], who showed that all solutions covered by the inverse scattering method can be realized in this frame. Here semigroup techniques play an important role [17].
Among the various other operator-theoretic approaches to soliton theory we can only mention some which are closely related to our own work. In the work of C. Pöppe [75], [76] determinants of Fredholm integral operators are used for the construction of solutions. His joint article [10] with W. Bauhardt was one of the starting points of our work on the AKNS system. In [83], [84], A. Sakhnovich uses the method of operator identities to face noncommutativity in the study of matrix differential equations. We refer also to [40], [41], [42], [85] for various aspects of reduction. A combination of soliton theory, infinite-dimensional analysis, and Hamiltonian techniques [34], [36] was invented by B. Fuchssteiner. It is remarkable that A. R. Chowdhury and Fuchssteiner [35] obtain the operator version of the KdV from a completely different point of view.

Let us now explain the main aspects of the present work.
Throughout the whole text our intention was to treat the AKNS system in a uniform way. As a rule this means that the constructions on the operator-level are carried out for the general AKNS system, and everything which concerns applications to soliton equations is done for its $\mathbb{C}$-reduction (and, with ameliorations, for the subordinated $\mathbb{R}$-reduction). In particular, we can cover a large part of soliton theory without ad hoc choices once the general techniques are established.
Our operator-theoretic treatment of the AKNS system starts from ideas of Bauhardt and Pöppe. In [10] they wrote down the right operator version of the AKNS system. But for the applications we have in mind we need a substantial generalization of their operator solution. More precisely we construct in Theorem 1.2.1 an operator solution depending on two parameters $A \in \mathcal{L}(E), B \in \mathcal{L}(F)$, where $E, F$ are possibly different Banach spaces, in contrast to [10] where only the case $A=B$ is considered. The basis of all later applications are the determinant formulas in Theorem 2.4.4.
We focus on two major applications. The first is a detailed study of negatons (or multiple pole solutions) for the complete $\mathbb{C}$-reduced AKNS system. From the earlier literature on, discussions of these solutions had been appearing occasionally [34], [71], [96], [98], [99], mostly in very particular cases. But the question of a complete and rigorous asymptotic characterization was, to the best of our knowledge, first asked by Matveev [59] in the related context of positons (see also [79] for corresponding material on negatons). For several individual equations, a complete answer was obtained by the author in [88], [90], [91]. We point out that the topic is particularly attractive in the context of the AKNS
system, because its negatons are always regular as proved in Proposition 4.3.7. In fact they are accessible by the inverse scattering method.
The main result is formulated in Theorem 5.1.2. In the proof we will first observe that negatons consist of groups of solitons which are weakly bounded. These groups interact in an analogous way as the particles of $N$-solitons. Then we will split them up and analyse the interior structure of each group separately.
For the $\mathbb{R}$-reduction, the breather is a further distinguished solitary solution. It can also be considered as the simplest example of so-called formations [54], [93]. In our result for the $\mathbb{R}$-reduction in Theorem 5.2.2 we also describe negatons consisting of breathers. It is interesting that the collision of breathers affects not only the trajectories but also the oscillations.

Our second main application is the construction of countable superpositions, a topic which was initiated by F. Gesztesy, W. Karwowski, and Z. Zhao [39] and intensely studied, for solitons, by Gezstesy, W. Renger and collaborators [39], [40], [81]. For related results see also [8], [18], [88], [89]. In the present work we establish for the first time countable superpositions of negatons.

The integral terms of the AKNS system force us to include assumptions on the width of the superposed waves. However, for individual equations, for which the integral terms cancel, this restriction can be completely dropped. Exemplarily we will give sharpened results in Theorem 7.5.5 and Theorem 7.6.3 for the Nonlinear Schrödinger and the modified Korteweg-de Vries equations. In the proof the amelioration relies on sophisticated Banach space techniques.
As a digression to equations in two space variables, we will provide the operator-theoretic basis for the treatment of the KP-I and KP-II equations. The main result is the construction of an operator-valued solution in Theorem 3.2.1. Already in [18], we obtained a solution formula with two commuting operator parameters in joint work with B. Carl. The novelty in Theorem 3.2.1 is that we allow operator-parameters operating on different spaces. This increases the complexity of the situation enormously, and for some time we even had doubts about the validity of the result. But then new evidence was given in discussions with A. Sakhnovich. He had discovered a different solution of the matrix-KP with noncommuting parameters and produced a computer-supported proof of the solution property. Strongly encouraged by this, we finally succeeded in proving Theorem 3.2.1. Our argument cuts down the calculations by a consequent use of recursion relations. Later on we found an alternative, more elegant proof relying on the properties of the Miura transformation. Finally we carry out the familiar scalarization procedure. A generalization of the process also leads to explicit solution formulas for the matrix KP.

In the remainder we outline the organization of the text and survey its most important results. In Chapters 1-3 we lay the operator-theoretic ground of our work and derive explicit solution formulas for the general AKNS system and the KP equations. Chapters $4-7$ are devoted to applications. Here we discuss in particular negatons and countable superpositions. For a more details, references, and further informations we refer to the introductions preceding the respective chapters.

Chapter 1 Here we treat the general AKNS system on the operator level. We formulate an operator version and give in Theorem 1.2.1 a solution depending on two completely independent operator-valued parameters. The main part of the chapter is then concerned with the proof of the solution property. The development of the general theory is continuously accompanied by a discussion of the prototypical equations (the Nonlinear Schrödinger, the
sine-Gordon, and the modified Korteweg-de Vries equations).

Chapter 2 Next we explain how to extract scalar solution formulas from our operator soliton. The basic idea is to apply a functional with convenient multiplicativity properties. It will turn out that this can only be done for operator solutions with specified range (see Theorem 2.2.1), and we subsequently discuss a systematic way to arrange this. Next we use the theory of traces and determinants on Banach ideals to derive determinant formulas which are crucial for our applications. Our main result, after a further useful amelioration, is recorded in Theorem 2.4.4.

Chapter 3 In this excursus we turn to the KP equation. In Theorem 3.2.1 we construct a solution of the operator-valued KP. The hard part of the proof is to treat non-commuting parameters. Then we extend the scalarization process such that it gives access not only to the original scalar KP, but also to the more complicated matrix KP (see Theorem 3.3.4. and Theorem 3.4.9). Finally we give an alternative appproach via the bilinear KP and Miura transformations. The chapter concludes with a series of examples and computer graphics, mainly for resonance phenomena in the context of the KP-II, indicating how to exploit our solution formula in future research.

Chapter 4 In the first part we study soliton-like solutions of the general AKNS system. These are the solutions which reduce to $N$-solitons if appropriate constraints are imposed. In Theorem 4.1.4 we obtain explicit expressions of these solutions. The second part may be considered as a preparation for the deeper study of negatons. We arrange the needed formulas, clarify the notion of negatons, and provide a motivating discussion of the particular case of N-solitons. The most substantial results of the second part are Proposition 4.3.7, Proposition 4.4.2, and Proposition 4.4.7, where conditions for global regularity and reality are proved.

Chapter 5 The contents of this chapter is the complete asymptotic description of negatons for the $\mathbb{C}$-reduced AKNS system. This is done in Theorem 5.1.2. In Theorem 5.2.2 we provide a corresponding result for the $\mathbb{R}$-reduced AKNS system. It is worth mentioning that in the latter case we integrated also the simplest type of formation of solitons into the analysis. Formations are solutions forming bound states in some sense and cannot be separated in asymptotic terms. Our result means that negatons can also consist of breathers, not only of solitons. The largest part of the chapter is concerned with the geometric part of the proof of Theorem 5.1.2. To illustrate our result we finally gather computer graphics of negatons for the sine-Gordon and the Nonlinear Schrödinger equations.

Chapter 6 Here we supply the calculations needed to determine the phase-shifts in Theorem 5.1.2. The argument reduces to the evaluation of very complicated determinants. The main result in Theorem 6.1.1 is a substantial generalization of a classical identity of Cauchy.

Chapter 7 In Theorem 7.5.5 we construct countable superpositions of negatons for the $\mathbb{C}$-reduced AKNS system, and in Theorem 7.6 .3 for the $\mathbb{R}$-reduced AKNS system even superpositions where beside solitons also breathers can be admitted. Because of the integral terms appearing in the AKNS system, it seems unavoidable to assume that the appearing waves are of controlled width. But for equations for which the integral terms cancel, we can go further and drop this restriction (see Theorem 7.5.11 for the Nonlinear Schrödinger and

Theorem 7.6.4 for the modified Korteweg-de Vries equations). The idea is to compensate the non-solvability of elementary equations by a gain of summability obtained by appropriate factorizations through intermediate spaces, in the spirit of the Grothendieck theorem.

Appendices In Appendix A we establish the (non-obvious) link to the standard way of constructing negatons by Wronskian determinants. These formulas can be derived via Darboux transformations [56]. Appendix B contains a concise introduction to the theory of traces and determinants on quasi-Banach operator ideals. In Appendix C we give, for the sake of comparison with the general case, a straightforward proof of Theorem 3.2.1 in the particular case of commuting parameters. This result was already stated, but not proved, in a former joint article [18] with B. Carl.
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## Chapter 1

## Operator-theoretic treatment of the AKNS system

One of the main mysteries in soliton theory is whether there is a precise meaning of integrability or, at least, whether the familiar soliton equations of mathematical physics can be understood as members of a higher structure. Building on important work of Zhakharov and Shabat [101], it was discovered by Ablowitz, Kaup, Newell, and Segur [3] (see also [5]) that a good deal of the most prominent soliton equations (the Nonlinear Schrödinger equation, the Korteweg-de Vries and modified Korteweg-de Vries equations, the sine-Gordon and sinh-Gordon equations) can in fact be obtained as reductions of a general system of two equations. Moreover, the structural difference between the Nonlinear Schrödinger equation with its typical complex nature and the remaining above mentioned equations is reflected by a different level of reduction.

The operator method used in the present work was first developed for particular equations ([8], [18], [88], [89], [92], see [19] for a comparison and further references). It turned out that there is no canonical way to guess the appropriate operator equation, and it was not clear why certain equations required much more complicated twists than others.

This was one of our main motivations to obtain a complete operator treatment for the general AKNS system, which would yield the comprised individual equations via reduction. As for the operator equation we can build on previous work by Bauhardt and Pöppe [10]. But we need several extensions: Most importantly, their operator solution is not a generalization of the full scalar one-soliton (1.3), (1.4) with two parameters $a, b$ but only of the one-soliton subject to the constraint $a=b$. As a consequence it seems hard (if possible) to derive merely the full family of $N$-solitons, whereas our formula with the two operator-valued parameters yield them via the most obvious choices. Furthermore the verification of the solution property in [10] is only formal to a certain extent. These gaps are supplemented in Theorem 1.2.1 and its proof. With respect to scalarization, [10] does not furnish handy determinant formulas, which are badly needed in our applications. This will be the content of Chapter 2. It should be mentioned that there was a different operator approach by Blohm [13], [14]. Based on operator algebra of Marchenko [55], he described a computational algorithm how to construct solutions for a hierarchy closely connected with the ZS system. But he did not consider uniform formulas for the whole system.

We proceed as follows. First we briefly discuss the AKNS system together with a number of prototypical soliton equations, which are contained in it.

Section 1.2 contains the essence of the chapter. Here we formulate the operator-valued AKNS system and construct in Theorem 1.2.1 a solution class depending on two independent operator-valued parameters. This operator solution is the basis of all later applications.

The next task is to take reductions into account. On the operator level, we hit on
certain difficulties, which we will explain at the examples of the prototypical equations. It will turn out that reductions have to be treated in connection with scalarization, which will be the topic of Chapter 2.

### 1.1 The AKNS system

For the sake of motivation we will, following [3], [5], recall the basic facts on the scalar AKNS system and its reductions. In particular we will record how to obtain the Nonlinear Schrödinger, the modified Korteweg-de Vries, and the sine-Gordon equations as special cases.

For given non-trivial polynomials $f, g \in \mathbb{C}[x]$ the AKNS system reads

$$
\begin{equation*}
g\left(T_{r, q}\right)\binom{r_{t}}{q_{t}}=f\left(T_{r, q}\right)\binom{r}{-q} . \tag{1.1}
\end{equation*}
$$

It is an integro-differential system in two unknown functions $r(x, t), q(x, t)$. By $T_{r, q}$ we denote the ( $r, q$ )-dependent operator

$$
\begin{equation*}
\binom{u}{v} \longmapsto T_{r, q}\binom{u}{v}=\binom{u_{x}-2 r\left(\int_{-\infty}^{x} q u d \xi+\int_{-\infty}^{x} r v d \xi\right)}{-v_{x}+2 q\left(\int_{-\infty}^{x} q u d \xi+\int_{-\infty}^{x} r v d \xi\right)} . \tag{1.2}
\end{equation*}
$$

Interpreting $\left(T_{r, q}\right)^{n}$ as $n$-fold iteration, we obtain operators $f\left(T_{r, q}\right), g\left(T_{r, q}\right)$ acting on pairs of functions and arrive at (1.1) by inserting $\binom{r}{-q},\binom{r_{t}}{q_{t}}$.

Often it will be more conceptual to formulate conditions in terms of the rational function $f_{0}=f / g$. Some calculations even get formally simpler for

$$
\binom{r_{t}}{q_{t}}=f_{0}\left(T_{r, q}\right)\binom{r}{-q} .
$$

But we will avoid this because manipulation with $f_{0}\left(T_{r, q}\right)$ leads to serious justification problems concerning invertibility.

To settle existence in (1.1), one may restrict to functions $r, q$ which are sufficiently smooth on an open set $\mathbb{R}_{x} \times\left(t_{1}, t_{2}\right)$ and decay sufficiently rapidly for $x \rightarrow-\infty$.

In practice, this means that explicit formulas for $f\left(T_{r, q}\right), g\left(T_{r, q}\right)$ can be computed, where we are allowed to simplify expressions by (i) interchanging differentiation and integration and (ii) applying partial integration on intervals ( $-\infty, x$ ) with zero boundary values in $x=-\infty$ (see Section 1.1.1 for an example).

It is beyond the scope of these introductory remarks to give an adequate impression of the by now classical theory of (1.1) as developed by means of the inverse scattering method. However we mention that without further restrictions (1.1) is not an integrable system and the inverse scattering method applies only to a certain extent. In particular the corresponding Levitan-Gelfand-Marchenko equation need not always be solvable.

Geometrically this is reflected by the existence of solutions with instantaneous singularities. As remarked in [3], V.A, one may for example look at the one-soliton, depending on four complex parameters $a, b, \varphi, \psi$. Setting

$$
\ell(x, t)=\exp \left(a x+f_{0}(a) t+\varphi\right), \quad m(x, t)=\exp \left(b x-f_{0}(-b) t+\psi\right)
$$

the one-soliton is given by

$$
\begin{align*}
& q=(a+b) m /(1-\ell m),  \tag{1.3}\\
& r=(a+b) \ell /(1-\ell m) . \tag{1.4}
\end{align*}
$$

Now it can easily be arranged that the denominator does not vanish, say, for $t=0$ and all $x \in \mathbb{R}$, but that there are singularities after a finite time $t_{0}$. Hence the AKNS system is not specific enough to prevent solutions from exploding!

The key idea is to enforce integrability by reduction. A first reduction, which we will call $\mathbb{C}$-reduction, consists in requiring $r=-\bar{q}$ leading to the condition $\overline{f_{0}(z)}=f_{0}(-\bar{z})$ for the rational function $f_{0}=f / g$. For the one-soliton (1.3), $\mathbb{C}$-reduction implies $a=\bar{b}, \varphi=\bar{\psi}+\mathrm{i} \pi$ (see [3]), and a straightforward calculation yields

$$
\begin{array}{r}
q(x, t)=-\operatorname{Re}(a) e^{-\mathrm{i} \operatorname{Im}(\Gamma(x, t))} \cosh ^{-1}(\operatorname{Re}(\Gamma(x, t))) \\
\text { for } \Gamma(x, t)=a x+f_{0}(a) t+\varphi
\end{array}
$$

In particular, $q$ is regular everywhere, has amplitude $\operatorname{Re}(a)$, and moves with velocity $v=$ $-\operatorname{Re}\left(f_{0}(a)\right) / \operatorname{Re}(a)$.

For illustration the reader finds figures for $\varphi=\mathrm{i} \pi$ and varying $a$ below. The figures show the modulus (thick line) and the real part (thin line) of $q(x, 0)$ for the fixed time $t=0$.



In all diagrams $\operatorname{Re}(a)=\frac{1}{2}$, and successively $\operatorname{Im}(a)=\frac{1}{5}, \frac{1}{2}, 2$, and 5 .

It is an important result that stability of one-solitons is typical. In [3] (cf. [26]) it is shown that the inverse scattering method applies to full extent to the $\mathbb{C}$-reduced AKNS system.

There is a second reduction where one assumes in addition that the functions $r, q$, and $f_{0}$ are real. Then $a$ in the one-soliton of the $\mathbb{C}$-reduction is real, and $\varphi=\varphi_{0}+\mathrm{i} \pi k$ with $\varphi_{0} \in \mathbb{R}, k \in \mathbb{Z}$. We obtain

$$
q(x, t)=-a \epsilon \cosh ^{-1}(\Gamma(x, t)) \quad \text { for } \Gamma(x, t)=a x+f_{0}(a) t+\varphi_{0},
$$

where $\epsilon=-1$ for $k$ odd and $\epsilon=1$ for $k$ even. Note that there is no oscillating term. We call the second reduction the $\mathbb{R}$-reduced AKNS system.

The figures below show $q(x, 0)$ for $\epsilon=-1$ and varying values of $a$. To plot clear figures, here we added position shifts $\varphi_{0}$.


Successively $a=1, \frac{1}{2}$, and 2 .

### 1.1.1 Prototypical equations in the AKNS system: Nonlinear Schrödinger, sine-Gordon, and modified Korteweg-de Vries equations

There are three prototypical equations contained in the AKNS system: The Nonlinear Schrödinger equation (NLS), the modified Korteweg-de Vries equation (mKdV), and the sine-Gordon equation (sG). In the sequel we explain how they can be obtained and why they are prototypical. In the first example we will perform the ensuing calculations in detail.

## The Nonlinear Schrödinger equation

To obtain the Nonlinear Schrödinger equation, we consider $f_{0}(z)=-\mathrm{i} z^{2}$. In other words, we have $f(z)=-\mathrm{i} z^{2}, g(z)=1$. Because

$$
\begin{aligned}
T_{r, q}\binom{r}{-q} & =\binom{r_{x}-2 r\left(\int_{-\infty}^{x} r q d \xi-\int_{-\infty}^{x} r q d \xi\right)}{q_{x}+2 q\left(\int_{-\infty}^{x} r q d \xi-\int_{-\infty}^{x} r q d \xi\right)}=\binom{r_{x}}{q_{x}}, \\
\left(T_{r, q}\right)^{2}\binom{r}{-q} & =T_{r, q}\binom{r_{x}}{q_{x}}=\binom{r_{x x}-2 r\left(\int_{-\infty}^{x} r_{x} q d \xi+\int_{-\infty}^{x} r q_{x} d \xi\right)}{-q_{x x}+2 q\left(\int_{-\infty}^{x} r_{x} q d \xi+\int_{-\infty}^{x} r q_{x} d \xi\right)} \\
& =\binom{r_{x x}-2 r \int_{-\infty}^{x}(r q)_{x} d \xi}{-q_{x x}+2 q \int_{-\infty}^{x}(r q)_{x} d \xi}=\binom{r_{x x}-2 r^{2} q}{-q_{x x}+2 q^{2} r},
\end{aligned}
$$

the system (1.1) associated with this choice of $f_{0}$ becomes

$$
\begin{aligned}
-\mathrm{i} r_{t}+r_{x x}-2 r^{2} q & =0, \\
\mathrm{i} q_{t}+q_{x x}-2 q^{2} r & =0 .
\end{aligned}
$$

Actually this choice is quite natural, since we aim at an equation which is first order in the time vaiable $t$ and second order in the space variable $x$. Thus it is immediately clear that $f_{0}$ should be a polynomial of degree two.

In particular, after the reduction $r=-\bar{q}$, we arrive at the NLS

$$
\begin{equation*}
\mathrm{i} q_{t}+q_{x x}+2 q^{2} \bar{q}=0 \tag{1.5}
\end{equation*}
$$

If we omit all possible position shifts, the one-soliton of the NLS is

$$
q(x, t)=-\operatorname{Re}(a) e^{-\mathrm{i}\left(\operatorname{Im}(a) x+\left[\operatorname{Im}(a)^{2}-\operatorname{Re}(a)^{2}\right] t\right)} \cosh ^{-1}(\operatorname{Re}(a)[x+2 \operatorname{Im}(a) t]) .
$$

Its amplitude is determined by $\operatorname{Re}(a)$, whereas its velocity equals $v=-2 \operatorname{Im}(a)$. In particular, both can be chosen independently.

## The modified Korteweg-de Vries equation

For the modified Korteweg-de Vries equation, the right choice again is a polynomial. If we take $f_{0}(z)=-z^{3}$, then (1.1) reads

$$
\begin{aligned}
r_{t}+r_{x x x}-6 r r_{x} q & =0, \\
q_{t}+q_{x x x}-6 q q_{x} r & =0 .
\end{aligned}
$$

In contrast to the first example, here we not only assume $r=-\bar{q}$ but also that $q$ is real. Consequently $r=-q$, and we end up with the mKdV

$$
\begin{equation*}
q_{t}+q_{x x x}+6 q^{2} q_{x}=0 . \tag{1.6}
\end{equation*}
$$

As for the one-soliton, we get, neglecting again position shifts,

$$
q(x, t)=-a \cosh ^{-1}\left(a\left[x-a^{2} t\right]\right)
$$

where $a \in \mathbb{R}$. Here the amplitude $-a$ and the velocity $v=a^{2}$ are coupled.

## The sine-Gordon equation

Whereas in both other examples $f_{0}$ was a polynomial, the sine-Gordon equation is obtained for $f_{0}(z)=1 / z$. Using the right interpretation of the system (1.1) with $g(z)=z, f(z)=1$, we get

$$
\begin{aligned}
& r_{t x}-2 r \int_{-\infty}^{x}(q r)_{t} d \xi-r=0 \\
& q_{t x}-2 q \int_{-\infty}^{x}(q r)_{t} d \xi-q=0
\end{aligned}
$$

In particular, the same restriction as in the second example, $r=-\bar{q}, q$ real, yields a derivative version of the sG,

$$
\begin{equation*}
q_{t x}+2 q \int_{-\infty}^{x}\left(q^{2}\right)_{t} d \xi=q \tag{1.7}
\end{equation*}
$$

Its one-soliton is

$$
q(x, t)=-a \cosh ^{-1}(a x+t / a)
$$

for $a \in \mathbb{R}$. Again amplitude $-a$ and velocity $v=-1 / a^{2}$ are coupled.
The relation of (1.7) to the usual form of the sine-Gordon equation $u_{x t}=\sin (u)$ is given by the transformation $u=-2 \int_{-\infty}^{x} q d \xi$ (see [3]). More precisely, if $u$ is a solution of the sine-Gordon equation decaying sufficiently fast for $x \rightarrow-\infty$, then we have for $q=-u_{x} / 2$

$$
\begin{aligned}
q_{t x} & +2 q \int_{-\infty}^{x}\left(q^{2}\right)_{t} d \xi=-\frac{1}{2}\left(u_{t x x}+u_{x} \int_{-\infty}^{x} u_{x t} u_{x} d \xi\right) \\
= & -\frac{1}{2}\left((\sin u)_{x}+u_{x} \int_{-\infty}^{x} \sin (u) u_{x} d \xi\right)=-\frac{1}{2}\left(\cos (u) u_{x}-u_{x} \int_{-\infty}^{x}(\cos u)_{x} d \xi\right) \\
= & -\frac{1}{2} u_{x} \cdot \lim _{x \rightarrow-\infty} \cos (u)=q .
\end{aligned}
$$

Thus $q=-u_{x} / 2$ solves (1.7).

Nevertheless, the sine-Gordon itself can also be treated directly by the operator-method presented in this work. The reader may find the corresponding results (including the rigorous asymptotic analysis of negatons) in [88], [90].

Maybe it is worth remarking that $u=-2 \int_{-\infty}^{x} q d \xi$ is just the kink or antikink solution of the sine-Gordon equation (depending on the sign of $a$ ). Transferred to laboratory coordinates, one obtains the usual pictures.

### 1.2 The non-abelian AKNS system

Next we present an operator-valued version of the AKNS system. Our approach is a generalization of the work of Bauhardt and Pöppe. In [10] they introduced and studied the system (1.8), (1.9). The most important difference to our treatment is that we deduce solution formulas with two operator parameters. This will, already in the case of solitons, be essential to obtain complete families of solutions (see Remark 1.2 .12 b )).

For given polynomials $f, g \in \mathbb{C}[x]$, the non-abelian AKNS system reads

$$
\begin{equation*}
g\left(\mathcal{T}_{R, Q}\right)\binom{R_{t}}{Q_{t}}=f\left(\mathcal{T}_{R, Q}\right)\binom{R}{-Q} \tag{1.8}
\end{equation*}
$$

where the unknown operator-valued functions $R(x, t), Q(x, t)$ take values in $\mathcal{L}(F, E), \mathcal{L}(E, F)$, respectively, and $\mathcal{T}_{R, Q}$ denotes the operator

$$
\begin{equation*}
\binom{U}{V} \longmapsto \mathcal{T}_{R, Q}\binom{U}{V}=\binom{U_{x}-\left(R \int_{-\infty}^{x}(Q U+V R) d \xi+\int_{-\infty}^{x}(U Q+R V) d \xi R\right)}{-V_{x}+\left(Q \int_{-\infty}^{x}(U Q+R V) d \xi+\int_{-\infty}^{x}(Q U+V R) d \xi Q\right)} \tag{1.9}
\end{equation*}
$$

for $U=U(x, t) \in \mathcal{L}(F, E), V=V(x, t) \in \mathcal{L}(E, F)$. The operators $f\left(\mathcal{T}_{R, Q}\right), g\left(\mathcal{T}_{R, Q}\right)$ are defined as in the preceding section. For Banach spaces $E, F$, we denote by $\mathcal{L}(E, F)$ as usual the Banach space of bounded linear operators equipped with the standard operator norm.

Existence of the expressions appearing in (1.8) may be ensured similarly as in the scalar case. One requires that $R, Q$ are sufficiently smooth and behave sufficiently well for $x \rightarrow-\infty$. More precisely the latter means for the operator-function $R=R(x, t)$ : For some sufficiently large $n_{0} \in \mathbb{N}$ (depending on the degrees of $f, g$ ), one requires that the $t$-dependent expressions

$$
\|R(\cdot, t)\|_{\kappa, \lambda}=\sup _{x \in \mathbb{R}}(1+|x|)^{\lambda}\left\|\frac{\partial^{\kappa}}{\partial x^{\kappa}} R(x, t)\right\|
$$

are finite for $\kappa, \lambda \leq n_{0}$. Moreover, the map $t \mapsto R(\cdot, t)$ has to be continuous with respect to $\|\cdot\|_{\kappa, \lambda}, \kappa, \lambda \leq n_{0}$. Finally, the $t$-derivative $R_{t}(x, t)$ is required to have the same properties.

The main point is that then the integrals appearing in the definition of $\mathcal{T}_{R, Q}$ can be evaluated as Bochner integrals. The continuity hypothesis in $t$ ensures that in (1.8) both sides are at least continuous.

However, these aspects are somewhat peripheral to our purposes, because existence will always be evident in our main results, and the solutions will even decay faster than any polynomial together with their derivatives. Therefore we do not make an effort to state optimal assumptions on smoothness and decay. Roughly speaking, almost all later difficulties will be situated in the target spaces $\mathcal{L}(F, E), \mathcal{L}(E, F)$, and not in spacetime.

The following theorem is our fundamental tool for the study of the AKNS system.

Theorem 1.2.1. Let $E, F$ be Banach spaces, $A \in \mathcal{L}(E), B \in \mathcal{L}(F) 0$ constant operators such that $\operatorname{spec}(A) \cup \operatorname{spec}(-B)$ is contained in the domain where $f_{0}$ is holomorphic.

Assume that $L=L(x, t) \in \mathcal{L}(F, E), M=M(x, t) \in \mathcal{L}(E, F)$ are operator-valued functions which, on a strip $\left\{(x, y) \mid x \in \mathbb{R}, y \in\left(t_{1}, t_{2}\right)\right\}$, are sufficiently smooth and behave sufficiently well for $x \rightarrow-\infty$, and solve the base equations

$$
\begin{aligned}
L_{x} & =A L, & L_{t} & =f_{0}(A) L, \\
M_{x} & =B M, & M_{t} & =-f_{0}(-B) M .
\end{aligned}
$$

Assume furthermore that $(I-L M),(I-M L)$ are invertible on $\mathbb{R} \times\left(t_{1}, t_{2}\right)$.
Then

$$
\begin{align*}
Q & =(I-M L)^{-1}(B M+M A),  \tag{1.10}\\
R & =(I-L M)^{-1}(A L+L B) . \tag{1.11}
\end{align*}
$$

is a solution of (1.8) on $\mathbb{R} \times\left(t_{1}, t_{2}\right)$.
Note that the expressions $f_{0}(A), f_{0}(-B)$ do not cause complications because the arguments $A, B$ are bounded operators and the holomorphic function calculus works in the usual way (see [82], [97]).
Remark 1.2.2. a) In [10] several additional technical assumptions are made. But the main difference is that [10] assumes $A=B$.
b) The solution (1.10), (1.11) is formally analogous to the one-soliton. Indeed, we recover (1.3), (1.4) if we take all functions scalar-valued. In the applications we shall see that the operator-valued parameters $A, B$ give access to a huge variety of solutions.
c) A comparison with the inverse scattering method supports the point of view that the underlying spectral data are encoded in the operators $A, B$. The fact that $A, B$ map between different Banach spaces reflects that, in the scalar case of the general AKNS system, the contributions of $r(x, 0), q(x, 0)$ to the spectral data are completely unrelated.

Before entering the proof, we collect some preparational material. We start with the following easy observation.

Lemma 1.2.3. Let $E, F$ be Banach spaces and $S \in \mathcal{L}(F, E), T \in \mathcal{L}(E, F)$ arbitrary operators such that the inverses $(I-S T)^{-1},(I-T S)^{-1}$ exist. Then the following identities hold:

$$
\begin{align*}
(I-T S)^{-1} T & =T(I-S T)^{-1}  \tag{1.12}\\
S(I-T S)^{-1} T & =(I-S T)^{-1}-I \tag{1.13}
\end{align*}
$$

Proof To verify (1.12), we use $T(I-S T)=(I-T S) T$ and multiply it by $(I-S T)^{-1}$ from the left and by $(I-T S)^{-1}$ from the right. As a consequence,

$$
\begin{aligned}
S(I-T S)^{-1} T & =S T(I-S T)^{-1} \\
& =(I-(I-S T))(I-S T)^{-1} \\
& =(I-S T)^{-1}-I
\end{aligned}
$$

which is (1.13).
Next we recall the non-abelian differentiation rule for inverse operators.
Lemma 1.2.4. Let $T=T(s) \in \mathcal{L}(E)$ be a family of operators depending on a real variable $s$ which is differentiable with respect to $s$ and invertible for all $s \in \mathbb{R}$. Then $T^{-1}(s)$ is differentiable, and we have

$$
T_{s}^{-1}=-T^{-1} T_{s} T^{-1}
$$

In the proof of Theorem 1.2.1 we will introduce certain operator-valued functions. The subsequent lemmata contain rules for the manipulations with these functions.

Lemma 1.2.5. Let $E, F$ be a Banach spaces and $A \in \mathcal{L}(E), B \in \mathcal{L}(F)$ constant operators. Let $L=L(s) \in \mathcal{L}(F, E), M=M(s) \in \mathcal{L}(E, F)$ be operator-valued functions which are differentiable with respect to the real variable $s$ and satisfy the base equations

$$
L_{s}=A L, \quad M_{s}=B M
$$

and assume that $(I-L M),(I-M L)$ are always invertible.
Furthermore, let $A_{n} \in \mathcal{L}(E), B_{n} \in \mathcal{L}(F), n \in \mathbb{N}_{0}$, be constant operators with $\left[A, A_{n}\right]=$ $\left[B, B_{n}\right]=0$ for all $n$.

Define the following operator-valued functions

$$
\begin{array}{ll}
T=(I-L M)^{-1}(A L+L B), & \widehat{T}=(I-L M)^{-1}(A+L B M), \\
S=(I-M L)^{-1}(B M+M A), & \widehat{S}=(I-M L)^{-1}(B+M A L),
\end{array}
$$

and, for $n \in \mathbb{N}$,

$$
\begin{array}{ll}
T_{n}=(I-L M)^{-1}\left(A_{n} L+L B_{n}\right), & \widehat{T}_{n}=(I-L M)^{-1}\left(A_{n}+L B_{n} M\right), \\
S_{n}=(I-M L)^{-1}\left(B_{n} M+M A_{n}\right), & \widehat{S}_{n}=(I-M L)^{-1}\left(B_{n}+M A_{n} L\right) .
\end{array}
$$

Then the following derivation rules hold for all $n \in \mathbb{N}_{0}$ :

$$
\begin{align*}
& T_{n, s}=\widehat{T} T_{n}  \tag{1.14}\\
& \widehat{T}_{n, s}=T S_{n}  \tag{1.15}\\
& S_{n, s}=\widehat{S} S_{n}  \tag{1.16}\\
& \widehat{S}_{n, s}=S T_{n} \tag{1.17}
\end{align*}
$$

Proof We start with (1.14). From Lemma 1.2.4, the base equations, and the fact that $\left[A, A_{n}\right]=0$, we observe

$$
\begin{aligned}
T_{n, s}= & -(I-L M)^{-1}(-L M)_{s}(I-L M)^{-1}\left(A_{n} L+L B_{n}\right) \\
& +(I-L M)^{-1}\left(A_{n} L+L B_{n}\right)_{s} \\
= & (I-L M)^{-1}((A L+L B) M)(I-L M)^{-1}\left(A_{n} L+L B_{n}\right) \\
& +(I-L M)^{-1} A\left(A_{n} L+L B_{n}\right) \\
= & (I-L M)^{-1}((A L+L B) M+A(I-L M)) T_{n} \\
= & (I-L M)^{-1}(A+L B M) T_{n} \\
= & \widehat{T} T_{n} .
\end{aligned}
$$

Analogously we find

$$
\begin{aligned}
& \widehat{T}_{n, s}=-(I-L M)^{-1}(-L M)_{s}(I-L M)^{-1}\left(A_{n}+L B_{n} M\right) \\
&+(I-L M)^{-1}\left(A_{n}+L B_{n} M\right)_{s} \\
&=(I-L M)^{-1}((A L+L B) M)(I-L M)^{-1}\left(A_{n}+L B_{n} M\right) \\
&+(I-L M)^{-1}\left((A L+L B) B_{n} M\right)
\end{aligned}
$$

$$
\begin{aligned}
& =T\left(M(I-L M)^{-1}\left(A_{n}+L B_{n} M\right)+B_{n} M\right) \\
& =T(I-M L)^{-1}\left(M\left(A_{n}+L B_{n} M\right)+(I-M L) B_{n} M\right) \\
& =T(I-M L)^{-1}\left(M A_{n}+B_{n} M\right) \\
& =T S_{n},
\end{aligned}
$$

where we have in addition used Lemma 1.2.3 for the fourth identity.
This is (1.15). The argument for (1.16), (1.17) is completely symmetric.
The next lemma only concerns constant operators.
Lemma 1.2.6. Let $E, F$ be a Banach spaces and $L \in \mathcal{L}(F, E), M \in \mathcal{L}(E, F)$ be operators such that $(I-L M),(I-M L)$ are invertible. Furthermore, let $A, A_{n} \in \mathcal{L}(E), B, B_{n} \in \mathcal{L}(F)$, $n \in \mathbb{N}_{0}$, satisfy (i) $\left[A, A_{n}\right]=\left[B, B_{n}\right]=0 \forall n$ and (ii) $A_{n+1}=A_{n} A, B_{n+1}=-B_{n} B \forall n$. Define

$$
\begin{array}{ll}
T=(I-L M)^{-1}(A L+L B), & \widehat{T}=(I-L M)^{-1}(A+L B M) \\
S=(I-M L)^{-1}(B M+M A), & \widehat{S}=(I-M L)^{-1}(B+M A L)
\end{array}
$$

and, for $n \in \mathbb{N}_{0}$,

$$
\begin{array}{ll}
T_{n}=(I-L M)^{-1}\left(A_{n} L+L B_{n}\right), & \widehat{T}_{n}=(I-L M)^{-1}\left(A_{n}+L B_{n} M\right), \\
S_{n}=(I-M L)^{-1}\left(B_{n} M+M A_{n}\right), & \widehat{S}_{n}=(I-M L)^{-1}\left(B_{n}+M A_{n} L\right) .
\end{array}
$$

Then the following identities hold for all $n \in \mathbb{N}_{0}$ :

$$
\begin{align*}
\widehat{T}_{n} \widehat{T}-T_{n} S & =\widehat{T}_{n+1}  \tag{1.18}\\
\widehat{T} \widehat{T}_{n}-T S_{n} & =\widehat{T}_{n+1}  \tag{1.19}\\
\widehat{T}_{n} T-T_{n} \widehat{S} & =T_{n+1}  \tag{1.20}\\
\widehat{T} T_{n}-T \widehat{S}_{n} & =T_{n+1}  \tag{1.21}\\
\widehat{S}_{n} \widehat{S}-S_{n} T & =-\widehat{S}_{n+1}  \tag{1.22}\\
\widehat{S} \widehat{S}_{n}-S T_{n} & =-\widehat{S}_{n+1}  \tag{1.23}\\
\widehat{S}_{n} S-S_{n} \widehat{T} & =-S_{n+1}  \tag{1.24}\\
\widehat{S} S_{n}-S \widehat{T}_{n} & =-S_{n+1} \tag{1.25}
\end{align*}
$$

Proof Let us start with (1.18). We calculate

$$
\begin{aligned}
&(I-L M) T_{n} S=\left(A_{n} L+L B_{n}\right)(I-M L)^{-1}(M A+B M) \\
&=A_{n}\left(L(I-M L)^{-1} M\right) A+L B_{n}\left((I-M L)^{-1}\right) B M \\
&+L B_{n}\left((I-M L)^{-1} M\right) A+A_{n}\left(L(I-M L)^{-1}\right) B M
\end{aligned}
$$

At this point we apply Lemma 1.2 .3 to the large brackets in order to change $(I-M L)^{-1}$ into $(I-L M)^{-1}$ wherever it appears. We get

$$
\begin{aligned}
& (I-L M) T_{n} S \\
& =\quad A_{n}\left((I-L M)^{-1}-I\right) A+L B_{n}\left(I+M(I-L M)^{-1} L\right) B M \\
& \quad \\
& \quad+L B_{n}\left(M(I-L M)^{-1}\right) A+A_{n}\left((I-L M)^{-1} L\right) B M \\
& = \\
& \quad-\left(A A_{n}-L B B_{n} M\right)+\left(A_{n}+L B_{n} M\right)(I-L M)^{-1}(A+L B M)
\end{aligned}
$$

$$
\begin{aligned}
& =-\left(A_{n+1}+L B_{n+1} M\right)+\left(A_{n}+L B_{n} M\right)(I-L M)^{-1}(A+L B M) \\
& =(I-L M)\left(-\widehat{T}_{n+1}+\widehat{T}_{n} \widehat{T}\right),
\end{aligned}
$$

which proves (1.18). As for (1.19), we can use completely the same line of arguments just exchanging the roles of $A$ and $A_{n}, B$ and $B_{n}$.

As for (1.20), we calculate

$$
\begin{aligned}
& (I-L M) \widehat{T}_{n} T=\left(A_{n}+L B_{n} M\right)(I-L M)^{-1}(A L+L B) \\
& =L B_{n}\left(M(I-L M)^{-1} L\right) B+A_{n}\left((I-L M)^{-1}\right) A L \\
& +L B_{n}\left(M(I-L M)^{-1}\right) A L+A_{n}\left((I-L M)^{-1} L\right) B \\
& =L B_{n}\left((I-M L)^{-1}-I\right) B+A_{n}\left(I+L(I-M L)^{-1} M\right) A L \\
& +L B_{n}\left((I-M L)^{-1} M\right) A L+A_{n}\left(L(I-M L)^{-1}\right) B \\
& =\left(A A_{n} L-L B B_{n}\right)+\left(A_{n} L+L B_{n}\right)(I-M L)^{-1}(B+M A L) \\
& =\left(A_{n+1} L+L B_{n+1}\right)+\left(A_{n} L+L B_{n}\right)(I-M L)^{-1}(B+M A L) \\
& =(I-L M)\left(T_{n+1}+T_{n} \widehat{S}\right) \text {, }
\end{aligned}
$$

and again (1.21) can be verified by the same calculation, exchanging the roles of $A$ and $A_{n}$, $B$ and $B_{n}$.

Now we turn to (1.22). Here the argument is symmetric to the verification of (1.18), but there is an additional sign in front of the term $\widehat{S}_{n+1}$, which is due to the difference in the recursion relation for $B_{n}$. We observe

$$
\begin{aligned}
(I-M L) S_{n} T & =\left(M A_{n}+B_{n} M\right)(I-L M)^{-1}(A L+L B) \\
= & B_{n}\left(M(I-L M)^{-1} L\right) B+M A_{n}\left((I-L M)^{-1}\right) A L \\
& \quad+B_{n}\left(M(I-L M)^{-1}\right) A L+M A_{n}\left((I-L M)^{-1} L\right) B \\
= & B_{n}\left((I-M L)^{-1}-I\right) B+M A_{n}\left(I+L(I-M L)^{-1} M\right) A L \\
& \quad+B_{n}\left((I-M L)^{-1} M\right) A L+M A_{n}\left(L(I-M L)^{-1}\right) B \\
= & \left(-B B_{n}+M A A_{n} L\right)+\left(B_{n}+M A_{n} L\right)(I-M L)^{-1}(B+M A L) \\
= & \left(B_{n+1}+M A_{n+1} L\right)+\left(B_{n}+M A_{n} L\right)(I-M L)^{-1}(B+M A L) \\
= & (I-M L)\left(\widehat{S}_{n+1}+\widehat{S}_{n} \widehat{S}\right),
\end{aligned}
$$

and (1.23) follows by exchanging $A$ and $A_{n}, B$ and $B_{n}$.
Finally, we check (1.24). Here the arguments are close to the calculations for (1.20) except for the different recursion relation.

$$
\begin{aligned}
& (I-L M) \widehat{S}_{n} S=\left(B_{n}+M A_{n} L\right)(I-M L)^{-1}(B M+M A) \\
& =M A_{n}\left(L(I-M L)^{-1} M\right) A+B_{n}\left((I-M L)^{-1}\right) B M \\
& \quad+M A_{n}\left(L(I-M L)^{-1}\right) B M+B_{n}\left((I-M L)^{-1} M\right) A
\end{aligned}
$$

$$
\begin{aligned}
= & M A_{n}\left((I-L M)^{-1}-I\right) A+B_{n}\left(I+M(I-L M)^{-1} L\right) B M \\
& \quad+M A_{n}\left((I-L M)^{-1} L\right) B M+B_{n}\left(M(I-L M)^{-1}\right) A \\
= & \left(B B_{n} M-M A A_{n}\right)+\left(B_{n} M+M A_{n}\right)(I-L M)^{-1}(A+L B M) \\
= & -\left(B_{n+1} M+M A_{n+1}\right)+\left(B_{n} M+M A_{n}\right)(I-L M)^{-1}(A+L B M) \\
= & (I-M L)\left(-S_{n+1}+S_{n} \widehat{T}\right),
\end{aligned}
$$

Exchanging the roles of $A$ and $A_{n}, B$ and $B_{n}$, this argument also shows (1.25).
This completes the proof.
The last preparation concerns the existence of the integrals in Theorem 1.2.1.
Lemma 1.2.7. The derivative of the operator-valued functions $Q=Q(x, t), R=R(x, t)$ given in Theorem 1.2.1 with respect to $t$ is:

$$
\begin{aligned}
Q_{t} & =(I-M L)^{-1}\left(-f_{0}(-B)+M f_{0}(A) L\right) Q \\
R_{t} & =(I-L M)^{-1}\left(f_{0}(A)-L f_{0}(-B) M\right) R .
\end{aligned}
$$

Proof The calculations are quite similar as the ones in Lemma 1.2.5. The only difference is that here we use the base equations $L_{t}=f_{0}(A) L, M_{t}=-f_{0}(-B) M$. Let us start with

$$
\begin{aligned}
Q_{t}= & -(I-M L)^{-1}(-M L)_{t}(I-M L)^{-1}(B M+M A) \\
& +(I-M L)^{-1}(B M+M A)_{t} \\
= & (I-M L)^{-1}\left(\left(-f_{0}(-B) M+M f_{0}(A)\right) L\right)(I-M L)^{-1}(B M+M A) \\
& +(I-M L)^{-1}\left(-f_{0}(-B)\right)(B M+M A) \\
= & (I-M L)^{-1}\left(\left(-f_{0}(-B) M+M f_{0}(A)\right) L-f_{0}(-B)(I-M L)\right) Q \\
= & (I-M L)^{-1}\left(-f_{0}(-B)+M f_{0}(A) L\right) Q,
\end{aligned}
$$

and, analogously,

$$
\begin{aligned}
R_{t}= & -(I-L M)^{-1}(-L M)_{t}(I-L M)^{-1}(A L+L B) \\
& \quad+(I-L M)^{-1}(A L+L B)_{t} \\
= & (I-L M)^{-1}\left(\left(f_{0}(A) L-L f_{0}(-B)\right) M\right)(I-L M)^{-1}(A L+L B) \\
& \quad+(I-L M)^{-1} f_{0}(A)(A L+L B) \\
= & (I-L M)^{-1}\left(\left(f_{0}(A) L-L f_{0}(-B)\right) M+f_{0}(A)(I-L M)\right) R \\
= & (I-L M)^{-1}\left(f_{0}(A)-L f_{0}(-B) M\right) R,
\end{aligned}
$$

which completes the proof.
Let us recall a specific form of the fundamental theorem of calculus for operator-valued functions depending on a real variable (see for example [24]).

Lemma 1.2.8. Let $E, F$ be Banach spaces and $T=T(s) \in \mathcal{L}(E, F)$ a family of operators which is continuously differentiable with respect to a real variable s and satisfies the boundary condition $T(s) \rightarrow 0$ for $s \rightarrow-\infty$. Then, for all $s$,

$$
T(s)=\int_{-\infty}^{s} T_{s}(\sigma) d \sigma
$$

Lemma 1.2.9. Let $L=L(x, t), M=M(x, t)$ be as given in Theorem 1.2.1. Then, for all constant operators $\widehat{A} \in \mathcal{L}(E), \widehat{B} \in \mathcal{L}(F)$, the operator-functions

$$
\begin{aligned}
& \widehat{T}=(I-L M)^{-1}(\widehat{A} L+L \widehat{B}) \\
& \widehat{S}=(I-M L)^{-1}(M \widehat{A}+\widehat{B} M),
\end{aligned}
$$

decay as $x \rightarrow-\infty$.
Proof It suffices to show the assertion for $\widehat{S}=\widehat{S}(x, t)$. To this end, fix $t$ and choose $x$ sufficiently large such that $\|L(x, t)\|,\|M(x, t)\|<1$. Then, by the Neumann series argument,

$$
\left\|(1-M L)^{-1}\right\|=\left\|\sum_{k=0}^{\infty}(M L)^{k}\right\| \leq \sum_{k=0}^{\infty}\|M\|^{k}\|L\|^{k}=\frac{1}{1-\|M\|\|L\|}
$$

Since $\widehat{S}=(1-M L)^{-1}(\widehat{B} M+M \widehat{A})$, the boundary condition for $\widehat{S}$ follows easily from

$$
\|\widehat{S}\| \leq(\|\widehat{A}\|+\|\widehat{B}\|) \frac{\|M\|}{1-\|M\|\|L\|} \rightarrow 0
$$

as $x \rightarrow-\infty$ by assumption.
Now we are in position to give the proof of Theorem 1.2.1.
Proof (of Theorem 1.2.1) The prove is divided into three steps. The aim of the first and the second step is to derive an explicit expression for the $n$-fold iteration $\left(\mathcal{T}_{R, Q}\right)^{n}$ applied to

$$
\binom{R}{-Q}, \quad\binom{R_{t}}{Q_{t}},
$$

respectively. The last step combines these expressions to derive (1.8).
Step 1: To start with, we define the following hierarchy of auxiliary operator-valued functions for $n \in \mathbb{N}_{0}$ :

$$
\begin{aligned}
& R_{n}=(I-L M)^{-1}\left(A^{n} L-L(-B)^{n}\right), \\
& \widehat{R}_{n}=(I-L M)^{-1}\left(A^{n}-L(-B)^{n} M\right), \\
& Q_{n}=(I-M L)^{-1}\left(M A^{n}-(-B)^{n} M\right), \\
& \widehat{Q}_{n}=(I-M L)^{-1}\left(M A^{n} L-(-B)^{n}\right) .
\end{aligned}
$$

Note $R_{0}=0, R_{1}=R, \widehat{R}_{0}=I$, and, correspondingly, $Q_{0}=0, Q_{1}=Q, \widehat{Q}_{0}=-I$. In addition we define

$$
U_{n}=\widehat{R}_{n} R_{1}, \quad \text { and } \quad V_{n}=\widehat{Q}_{n} Q_{1}
$$

Then we claim that, for $n \in \mathbb{N}_{0}$,

$$
\begin{equation*}
\left(\mathcal{T}_{R, Q}\right)^{n}\binom{R}{-Q}=\binom{U_{n}}{V_{n}} . \tag{1.26}
\end{equation*}
$$

Proof of Step 1: By Lemma 1.2.5 (with $\left.A_{n}=A^{n}, B_{n}=-(-B)^{n}\right)$, the differentiation rules for the operator-valued functions $R_{n}, \widehat{R}_{n}, Q_{n}$, and $\widehat{Q}_{n}$ are

$$
\begin{align*}
& R_{n, x}=\widehat{R}_{1} R_{n},  \tag{1.27}\\
& \widehat{R}_{n, x}=R_{1} Q_{n},  \tag{1.28}\\
& Q_{n, x}=\widehat{Q}_{1} Q_{n},  \tag{1.29}\\
& \widehat{Q}_{n, x}=Q_{1} R_{n} . \tag{1.30}
\end{align*}
$$

Next we state rules for the evaluation of certain products of the $R_{n}, \widehat{R}_{n}, Q_{n}$, and $\widehat{Q}_{n}$, following from Lemma 1.2.6 (with the same choices for $A_{n}, B_{n}$ as above),

$$
\begin{align*}
& \widehat{R}_{n} \widehat{R}_{1}-R_{n} Q_{1}=\widehat{R}_{n+1}  \tag{1.31}\\
& \widehat{R}_{n} R_{1}-R_{n} \widehat{Q}_{1}=R_{n+1},  \tag{1.32}\\
& \widehat{R}_{1} R_{n}-R_{1} \widehat{Q}_{n}=R_{n+1},  \tag{1.33}\\
& \widehat{Q}_{n} \widehat{Q}_{1}-Q_{n} R_{1}=-\widehat{Q}_{n+1},  \tag{1.34}\\
& \widehat{Q}_{n} Q_{1}-Q_{n} \widehat{R}_{1}=-Q_{n+1},  \tag{1.35}\\
& \widehat{Q}_{1} Q_{n}-Q_{1} \widehat{R}_{n}=-Q_{n+1}, \tag{1.36}
\end{align*}
$$

Now, for $n \in \mathbb{N}_{0}$, we in addition define the operator-valued functions

$$
W_{n}=R_{n} Q_{1}, \quad \text { and } \quad Z_{n}=Q_{n} R_{1},
$$

and claim that the following recursion relations hold:

$$
\begin{align*}
-U_{n+1}+U_{n, x} & =W_{n} R_{1}+R_{1} Z_{n},  \tag{1.37}\\
V_{n+1}+V_{n, x} & =Z_{n} Q_{1}+Q_{1} W_{n},  \tag{1.38}\\
W_{n, x} & =U_{n} Q_{1}+R_{1} V_{n},  \tag{1.39}\\
Z_{n, x} & =Q_{1} U_{n}+V_{n} R_{1} . \tag{1.40}
\end{align*}
$$

Indeed (1.37)-(1.40) can be seen as follows. For (1.37), we first use the derivation rules (1.27), (1.28), and then (1.31) to find

$$
\begin{aligned}
U_{n, x} & =\widehat{R}_{n} R_{1, x}+\widehat{R}_{n, x} R_{1}=\left(\widehat{R}_{n} \widehat{R}_{1}+R_{1} Q_{n}\right) R_{1} \\
& =\left(\widehat{R}_{n+1}+\left(R_{n} Q_{1}+R_{1} Q_{n}\right)\right) R_{1} \\
& =U_{n+1}+\left(W_{n} R_{1}+R_{1} Z_{n}\right) .
\end{aligned}
$$

Analogously, (1.38) follows from first applying (1.29), (1.30), and then (1.34):

$$
\begin{aligned}
V_{n, x} & =\widehat{Q}_{n} Q_{1, x}+\widehat{Q}_{n, x} Q_{1}=\left(\widehat{Q}_{n} \widehat{Q}_{1}+Q_{1} R_{n}\right) Q_{1} \\
& =\left(-\widehat{Q}_{n+1}+\left(Q_{1} R_{n}+Q_{n} R_{1}\right)\right) Q_{1} \\
& =-V_{n+1}+\left(Q_{1} W_{n}+Z_{n} Q_{1}\right) .
\end{aligned}
$$

To prove (1.39) we first apply the derivation rules (1.27), (1.29), and then (1.32) and (1.33). This yields

$$
\begin{aligned}
W_{n, x} & =R_{n} Q_{1, x}+R_{n, x} Q_{1}=\left(R_{n} \widehat{Q}_{1}+\widehat{R}_{1} R_{n}\right) Q_{1} \\
& =\left(\left(-R_{n+1}+\widehat{R}_{n} R_{1}\right)+\left(R_{n+1}+R_{1} \widehat{Q}_{n}\right)\right) Q_{1} \\
& =\left(\widehat{R}_{n} R_{1}+R_{1} \widehat{Q}_{n}\right) Q_{1} \\
& =U_{n} Q_{1}+R_{1} V_{n} .
\end{aligned}
$$

Finally we check (1.40). Here we again need the derivation rules (1.27), (1.29), then we use (1.35) and (1.36),

$$
\begin{aligned}
Z_{n, x} & =Q_{n, x} R_{1}+Q_{n} R_{1, x}=\left(\widehat{Q}_{1} Q_{n}+Q_{n} \widehat{R}_{1}\right) R_{1} \\
& =\left(\left(-Q_{n+1}+Q_{1} \widehat{R}_{n}\right)+\left(Q_{n+1}+\widehat{Q}_{n} Q_{1}\right)\right) R_{1} \\
& =\left(Q_{1} \widehat{R}_{n}+\widehat{Q}_{n} Q_{1}\right) R_{1} \\
& =Q_{1} U_{n}+V_{n} R_{1} .
\end{aligned}
$$

Thus we have shown the recursion relations.
Inserting (1.39), (1.40) into the recursion relation (1.37), and using Lemma 1.2.8, we obtain

$$
\begin{aligned}
U_{n+1} & =U_{n, x}-\left(\int_{-\infty}^{x}\left(U_{n} Q_{1}+R_{1} V_{n}\right) d \xi R_{1}+R_{1} \int_{-\infty}^{x}\left(Q_{1} U_{n}+V_{n} R_{1}\right) d \xi\right) \\
& =U_{n, x}-\left(\int_{-\infty}^{x}\left(U_{n} Q+R V_{n}\right) d \xi R+R \int_{-\infty}^{x}\left(Q U_{n}+V_{n} R\right) d \xi\right),
\end{aligned}
$$

where the integrals exist because $W_{n}, Z_{n}$ decay for $x \rightarrow-\infty$ (see Lemma 1.2.9).
Analogously, inserting (1.39), (1.40) into the recursion relation (1.38), we get

$$
V_{n+1}=-V_{n, x}+\left(\int_{-\infty}^{x}\left(Q U_{n}+V_{n} R\right) d \xi Q+Q \int_{-\infty}^{x}\left(U_{n} Q+R V_{n}\right) d \xi\right)
$$

In summary, we have shown $\binom{U_{n+1}}{V_{n+1}}=\mathcal{T}_{R, Q}\binom{U_{n}}{V_{n}}$, and thus, by induction,

$$
\binom{U_{n}}{V_{n}}=\left(\mathcal{T}_{R, Q}\right)^{n}\binom{U_{0}}{V_{0}}=\left(\mathcal{T}_{R, Q}\right)^{n}\binom{R}{-Q} .
$$

This completes the first step.
Step 2: The strategy of the second step is essentially the same as in the first step. Now we need a second hierarchy of auxiliary operator-valued functions. For $n \in \mathbb{N}_{0}$, we define:

$$
\begin{aligned}
& T_{n}=(I-L M)^{-1}\left(\left(A^{n} f_{0}(A)\right) L-L\left((-B)^{n} f_{0}(-B)\right)\right), \\
& \widehat{T}_{n}=(I-L M)^{-1}\left(\left(A^{n} f_{0}(A)\right)-L\left((-B)^{n} f_{0}(-B)\right) M\right), \\
& S_{n}=(I-M L)^{-1}\left(M\left(A^{n} f_{0}(A)\right)-\left((-B)^{n} f_{0}(-B)\right) M\right), \\
& \widehat{S}_{n}=(I-M L)^{-1}\left(M\left(A^{n} f_{0}(A)\right) L-\left((-B)^{n} f_{0}(-B)\right)\right) .
\end{aligned}
$$

In addition we define

$$
\tilde{U}_{n}=\widehat{T}_{n} R_{1}, \quad \text { and } \quad \tilde{V}_{n}=\widehat{S}_{n} Q_{1} .
$$

Then, for $n \in \mathbb{N}_{0}$, we claim that

$$
\begin{equation*}
\left(\mathcal{T}_{R, Q}\right)^{n}\binom{R_{t}}{Q_{t}}=\binom{\widetilde{U}_{n}}{\widetilde{V}_{n}} \tag{1.41}
\end{equation*}
$$

Proof of Step 2: Again the differentiation rules for the operator-valued functions $T_{n}, \widehat{T}_{n}$, $S_{n}$, and $\widehat{S}_{n}$ can be taken from Lemma 1.2.5 (here with $\left.A_{n}=A^{n} f_{0}(A), B_{n}=-(-B)^{n} f_{0}(-B)\right)$. As a result, it holds

$$
\begin{align*}
& T_{n, x}=\widehat{R}_{1} T_{n},  \tag{1.42}\\
& \widehat{T}_{n, x}=R_{1} S_{n}, \tag{1.43}
\end{align*}
$$

$$
\begin{align*}
S_{n, x} & =\widehat{Q}_{1} S_{n},  \tag{1.44}\\
\widehat{S}_{n, x} & =Q_{1} T_{n} . \tag{1.45}
\end{align*}
$$

The necessary rules for the evaluation of certain products of the $T_{n}, \widehat{T}_{n}, S_{n}$, and $\widehat{S}_{n}$ are taken from Lemma 1.2.6 (with the same choice for $A_{n}, B_{n}$ as before), yielding

$$
\begin{align*}
& \widehat{T}_{n} \widehat{R}_{1}-T_{n} Q_{1}=\widehat{T}_{n+1},  \tag{1.46}\\
& \widehat{T}_{n} R_{1}-T_{n} \widehat{Q}_{1}=T_{n+1},  \tag{1.47}\\
& \widehat{R}_{1} T_{n}-R_{1} \widehat{S}_{n}=T_{n+1},  \tag{1.48}\\
& \widehat{S}_{n} \widehat{Q}_{1}-S_{n} R_{1}=-\widehat{S}_{n+1},  \tag{1.49}\\
& \widehat{S}_{n} Q_{1}-S_{n} \widehat{R}_{1}=-S_{n+1},  \tag{1.50}\\
& \widehat{Q}_{1} S_{n}-Q_{1} \widehat{T}_{n}=-S_{n+1} . \tag{1.51}
\end{align*}
$$

Next we introduce, for $n \in \mathbb{N}_{0}$, the operator-valued functions

$$
\widetilde{W}_{n}=T_{n} Q_{1}, \quad \text { and } \quad \widetilde{Z}_{n}=S_{n} R_{1}
$$

and derive the following recursion relations:

$$
\begin{align*}
-\widetilde{U}_{n+1}+\widetilde{U}_{n, x} & =\widetilde{W}_{n} R_{1}+R_{1} \widetilde{Z}_{n},  \tag{1.52}\\
\widetilde{V}_{n+1}+\widetilde{V}_{n, x} & =\widetilde{Z}_{n} Q_{1}+Q_{1} \widetilde{W}_{n},  \tag{1.53}\\
\widetilde{W}_{n, x} & =\widetilde{U}_{n} Q_{1}+R_{1} \widetilde{V}_{n}  \tag{1.54}\\
\widetilde{Z}_{n, x} & =Q_{1} \widetilde{U}_{n}+\widetilde{V}_{n} R_{1}, \tag{1.55}
\end{align*}
$$

To prove these recursion relations we proceed as follows. As for (1.52), using the derivation rules (1.27), (1.43), and then (1.46), we see

$$
\begin{aligned}
\widetilde{U}_{n, x} & =\widehat{T}_{n} R_{1, x}+\widehat{T}_{n, x} R_{1}=\left(\widehat{T}_{n} \widehat{R}_{1}+R_{1} S_{n}\right) R_{1} \\
& =\left(\widehat{T}_{n+1}+\left(T_{n} Q_{1}+R_{1} S_{n}\right)\right) R_{1} \\
& =\widetilde{U}_{n+1}+\left(\widetilde{W}_{n} R_{1}+R_{1} \widetilde{Z}_{n}\right) .
\end{aligned}
$$

Accordingly, (1.53) follows from the derivation rules (1.29), (1.45), and then the rule (1.49),

$$
\begin{aligned}
\widetilde{V}_{n, x} & =\widehat{S}_{n} Q_{1, x}+\widehat{S}_{n, x} Q_{1}=\left(\widehat{S}_{n} \widehat{Q}_{1}+Q_{1} T_{n}\right) Q_{1} \\
& =\left(-\widehat{S}_{n+1}+\left(S_{n} R_{1}+Q_{1} T_{n}\right)\right) Q_{1} \\
& =-\widetilde{V}_{n+1}+\left(Q_{1} \widetilde{W}_{n}+\widetilde{Z}_{n} Q_{1}\right) .
\end{aligned}
$$

To see (1.54), we apply the derivation rules (1.29), (1.42), and subsequently use (1.47) and (1.48). This yields

$$
\begin{aligned}
\widetilde{W}_{n, x} & =T_{n} Q_{1, x}+T_{n, x} Q_{1}=\left(T_{n} \widehat{Q}_{1}+\widehat{R}_{1} T_{n}\right) Q_{1} \\
& =\left(\left(-T_{n+1}+\widehat{T}_{n} R_{1}\right)+\left(T_{n+1}+R_{1} \widehat{S}_{n}\right)\right) Q_{1} \\
& =\left(\widehat{T}_{n} R_{1}+R_{1} \widehat{S}_{n}\right) Q_{1} \\
& =R_{1} \widetilde{V}_{n}+\widetilde{U}_{n} Q_{1}
\end{aligned}
$$

Finally, (1.55) follows from the derivation rules (1.27), (1.44), and then the rules (1.50) and (1.51),

$$
\begin{aligned}
\widetilde{Z}_{n, x} & =S_{n, x} R_{1}+S_{n} R_{1, x}=\left(\widehat{Q}_{1} S_{n}+S_{n} \widehat{R}_{1}\right) R_{1} \\
& =\left(\left(-S_{n+1}+Q_{1} \widehat{T}_{n}\right)+\left(S_{n+1}+\widehat{S}_{n} Q_{1}\right)\right) R_{1} \\
& =\left(Q_{1} \widehat{T}_{n}+\widehat{S}_{n} Q_{1}\right) R_{1} \\
& =Q_{1} \widetilde{U}_{n}+\widetilde{V}_{n} R_{1} .
\end{aligned}
$$

Thus the recursion relations are shown.

Inserting (1.54), (1.55) into the recursion relations (1.52), (1.53), and using Lemma 1.2.8, the same argument as in the first step yields

$$
\begin{aligned}
& \widetilde{U}_{n+1}=\widetilde{U}_{n, x}-\left(\int_{-\infty}^{x}\left(\widetilde{U}_{n} Q+R \widetilde{V}_{n}\right) d \xi R+R \int_{-\infty}^{x}\left(Q \widetilde{U}_{n}+\widetilde{V}_{n} R\right) d \xi\right) \\
& \widetilde{V}_{n+1}=-\widetilde{V}_{n, x}+\left(\int_{-\infty}^{x}\left(Q \widetilde{U}_{n}+\widetilde{V}_{n} R\right) d \xi Q+Q \int_{-\infty}^{x}\left(\widetilde{U}_{n} Q+R \widetilde{V}_{n}\right) d \xi\right)
\end{aligned}
$$

(note that $\widetilde{W}_{n} \widetilde{Z}_{n}$ decay for $x \rightarrow-\infty$ by Lemma 1.2.9, which guarantees the existence of the integrals).

In summary, $\binom{\widetilde{U}_{n+1}}{\widetilde{V}_{n+1}}=\mathcal{T}_{R, Q}\binom{\widetilde{U}_{n}}{\widetilde{V}_{n}}$, which by induction implies

$$
\binom{\widetilde{U}_{n}}{\widetilde{V}_{n}}=\left(\mathcal{T}_{R, Q}\right)^{n}\binom{\widetilde{U}_{0}}{\widetilde{V}_{0}}=\left(\mathcal{T}_{R, Q}\right)^{n}\binom{R_{t}}{Q_{t}},
$$

where we have used $\widetilde{U}_{0}=\widehat{T}_{0} R_{1}=R_{t}$ and $\widetilde{V}_{0}=\widehat{S}_{0} Q_{1}=Q_{t}($ confer Lemma 1.2.7 $)$.
This completes the second step.
Step 3: To conclude the proof, we assume that the polynomials $f, g$ are concretely given by

$$
f(z)=\sum_{n=0}^{N} a_{n} z^{n}, \quad g(z)=\sum_{n=0}^{N} b_{n} z^{n} .
$$

To have the same order for both polynomials we allow leading coefficients to vanish. Then the connection between $U_{n}$ and $\widetilde{U}_{n}$ is given by

$$
\begin{align*}
\sum_{n=0}^{N} b_{n} \widetilde{U}_{n} & =\left(\sum_{n=0}^{N} b_{n} \widehat{T}_{n}\right) R_{1} \\
& =(I-L M)^{-1}\left(\sum_{n=0}^{N} b_{n}\left(\left(A^{n} f_{0}(A)\right)-L\left((-B)^{n} f_{0}(-B)\right) M\right)\right) R_{1} \\
& =(I-L M)^{-1}\left(\left(g(A) f_{0}(A)\right)-L\left(g(-B) f_{0}(-B) M\right)\right) R_{1} \\
& =(I-L M)^{-1}(f(A)-L f(-B) M) R_{1} \\
& =(I-L M)^{-1}\left(\sum_{n=0}^{N} a_{n}\left(A^{n}-L(-B)^{n} M\right)\right) R_{1} \\
& =\left(\sum_{n=0}^{N} a_{n} \widehat{R}_{n}\right) R_{1} \\
& =\sum_{n=0}^{N} a_{n} U_{n} \tag{1.56}
\end{align*}
$$

and, analogously,

$$
\begin{equation*}
\sum_{n=0}^{N} b_{n} \widetilde{V}_{n}=\sum_{n=0}^{N} a_{n} V_{n} \tag{1.57}
\end{equation*}
$$

As a result,

$$
\begin{aligned}
& g\left(\mathcal{T}_{R, Q}\right)\binom{R_{t}}{Q_{t}}=\sum_{n=0}^{N} b_{n}\left(\mathcal{T}_{R, Q}\right)^{n}\binom{R_{t}}{Q_{t}} \stackrel{(1.41)}{=} \sum_{n=0}^{N} b_{n}\binom{\widetilde{U}_{n}}{\widetilde{V}_{n}} \\
&\left(\stackrel{(1.56),(1.57)}{=} \sum_{n=0}^{N} a_{n}\binom{U_{n}}{V_{n}} \stackrel{(1.26)}{=} \sum_{n=0}^{N} a_{n}\left(\mathcal{T}_{R, Q}\right)^{n}\binom{R}{-Q}\right. \\
&=f\left(\mathcal{T}_{R, Q}\right)\binom{R}{-Q} .
\end{aligned}
$$

This completes the proof.

Remark 1.2.10. One major difference between our treatment and [10] is that the latter authors work directly with a meromorphic function $f_{0}=f / g$. This leads to serious difficulties concerning invertibility (or more general concerning the holomorphic function calculus on non Banach spaces) for $\mathcal{T}_{R, Q}$. In fact, a major part of the arguments in [10] is only formal.

That is also the reason why we restricted to polynomials $f, g$. The point is that we only need iterations of $\mathcal{T}_{R, Q}$ up to a certain finite degree. In all known applications polynomials are sufficient.

### 1.2.1 Non-abelian versions of the prototypical equations

Transition from Theorem 1.2.1 to soliton equations is accomplished in two steps. First one needs an appropriate choice of $f_{0}$ determining the coupled system under consideration. Secondly, one reduces to a single equation by adding a linear relation between $R$ and $Q$.

Here we will perform the first step. The second step will be postponed because it requires (at least for the $\mathbb{C}$-reduction) further choices and becomes only transparent when considered in the context of scalarization. But we will briefly discuss the difficulties which have to be overcome (see Remarks 1.2.12, 1.2.14).

## The non-abelian Nonlinear Schrödinger equation

As in the scalar case we choose $f_{0}(z)=-\mathrm{i} z^{2}$ (confer Section 1.1.1). Then

$$
\mathcal{T}_{R, Q}\binom{R}{-Q}=\binom{R_{x}-\left(R \int_{-\infty}^{x}(Q R-Q R) d \xi+\int_{-\infty}^{x}(R Q-R Q) d \xi R\right)}{Q_{x}+\left(Q \int_{-\infty}^{x}(R Q-R Q) d \xi+\int_{-\infty}^{x}(Q R-Q R) d \xi Q\right)}=\binom{R_{x}}{Q_{x}},
$$

and

$$
\begin{aligned}
& \left(\mathcal{T}_{R, Q}\right)^{2}\binom{R}{-Q}=\mathcal{T}_{R, Q}\binom{R_{x}}{Q_{x}} \\
& =\binom{R_{x x}-\left(R \int_{-\infty}^{x}\left(Q R_{x}+Q_{x} R\right) d \xi+\int_{-\infty}^{x}\left(R_{x} Q+R Q_{x}\right) d \xi R\right)}{-Q_{x x}+\left(Q \int_{-\infty}^{x}\left(R_{x} Q+R Q_{x}\right) d \xi+\int_{-\infty}^{x}\left(Q R_{x}+Q_{x} R\right) d \xi Q\right)} \\
& =\binom{R_{x x}-\left(R \int_{-\infty}^{x}(Q R)_{x} d \xi+\int_{-\infty}^{x}(R Q)_{x} d \xi R\right)}{-Q_{x x}+\left(Q \int_{-\infty}^{x}(R Q)_{x} d \xi+\int_{-\infty}^{x}(Q R)_{x} d \xi Q\right)} \\
& =\binom{R_{x x}-2 R Q R}{-Q_{x x}+2 Q R Q},
\end{aligned}
$$

and the associated system (1.8) becomes

$$
\begin{align*}
-\mathrm{i} R_{t}+R_{x x}-2 R Q R & =0  \tag{1.58}\\
\mathrm{i} Q_{t}+Q_{x x}-2 Q R Q & =0 \tag{1.59}
\end{align*}
$$

By Theorem 1.2.1, we obtain an explicit solution of (1.58), (1.59) as follows.
Proposition 1.2.11. Let $E$ be a Banach space and $A, B \in \mathcal{L}(E)$.
Assume that $L=L(x, t), M=M(x, t) \in \mathcal{L}(E)$ are operator-valued functions which, on a strip $\mathbb{R} \times\left(t_{1}, t_{2}\right)$, are sufficiently smooth and behave sufficiently well for $x \rightarrow-\infty$, and solve the base equations

$$
L_{x}=A L, \quad L_{t}=-\mathrm{i} A^{2} L, \quad \text { and } \quad M_{x}=B M, \quad M_{t}=\mathrm{i} B^{2} M
$$

Assume that $(I+L M),(I+M L)$ are invertible on $\mathbb{R} \times\left(t_{1}, t_{2}\right)$.
Then $R=(I+L M)^{-1}(A L+L B), Q=-(I+M L)^{-1}(B M+M A)$, solve the operatorvalued NLS system (1.58), (1.59) on $\mathbb{R} \times\left(t_{1}, t_{2}\right)$.

Proof The proof is a straightforward application of Theorem 1.2.1 with an additional sign added to the operator-function $M$.

Remark 1.2.12. a) It is instructive to restrict Proposition 1.2 .11 to the scalar setting. Then the solution reduces to the one-soliton for $b=\bar{a}$ (see Section 1.1.1 for the precise formula). In contrast, the condition $b=a$ would lead to

$$
q(x, t)=-a e^{\mathrm{i} a^{2} t} \cosh ^{-1}(a x) \quad \text { with a real }
$$

which means that one parameter of the one-soliton, namely its velocity, is lost. Thus, already from this simple example it becomes clear that it is essential to have two operator parameters $A, B$ in Theorem 1.2.1, and not one as in [10].
b) The scalar NLS belongs to the $\mathbb{C}$-reduced AKNS system, which means that the linear relation $r=-\bar{q}$ is imposed. Note that there is no straightforward way to express $R=-\bar{Q}$ on a general Banach space. We will fix this later by working on sequence spaces where complex conjugation has a natural interpretation.

## The non-abelian modified Korteweg-de Vries equation

For the modified Korteweg-de Vries equation, $f_{0}(z)=-z^{3}$ (confer Section 1.1.1). With this choice (1.8) reads

$$
\begin{aligned}
R_{t}+R_{x x x}-3\left(R Q R_{x}+R_{x} Q R\right) & =0 \\
Q_{t}+Q_{x x x}-3\left(Q R Q_{x}+Q_{x} R Q\right) & =0
\end{aligned}
$$

Imposing the linear relation $R=-Q$ yields the operator-valued mKdV

$$
\begin{equation*}
Q_{t}+Q_{x x x}+3\left(Q^{2} Q_{x}+Q_{x} Q^{2}\right)=0 \tag{1.60}
\end{equation*}
$$

An explicit solution of (1.60) is given by the next proposition.
Proposition 1.2.13. Let $E$ be a Banach space and $A \in \mathcal{L}(E)$.
Assume that $L=L(x, t) \in \mathcal{L}(E)$ is an operator-valued function which, on a strip $\mathbb{R} \times\left(t_{1}, t_{2}\right)$, is sufficiently smooth and behaves sufficiently well for $x \rightarrow-\infty$, and solves the base equations

$$
L_{x}=A L \quad \text { and } \quad L_{t}=-A^{3} L
$$

Assume that $\left(I+L^{2}\right)$ is invertible on $\mathbb{R} \times\left(t_{1}, t_{2}\right)$.
Then $Q=-\left(I+L^{2}\right)^{-1}(A L+L A)$ solves the operator-valued mKdV equation (1.60) on $\mathbb{R} \times\left(t_{1}, t_{2}\right)$.

Proof To arrange $R=-Q$ in Theorem 1.2.1, we set $B=A$ and $M=-L$. Then the assertion is an immediate consequence of Theorem 1.2.1.

Together with the operator-valued mKdV (1.60), the operator-valued Korteweg-de Vries equation (KdV)

$$
U_{t}+U_{x x x}+3\left(U U_{x}+U_{x} U\right)=0
$$

has been treated already in the author's thesis [88]. We want to mention that in this context also the Miura transformation, linking mKdV and KdV, and their discretizations (Langmuir and Wadati lattices together with the coninuum approximation) have been generalized to the operator-level in [88].

Remark 1.2.14. The scalar $m K d V$ (and also the derivative $s G$ in the next example) belong to the $\mathbb{R}$-reduced AKNS system, where the linear relation $r=-q$ is imposed. The condition $R=-Q$ generalizes naturally to the operator-level. But now the requirement that the solution be real admits no canonical interpretation in general Banach spaces.

The non-abelian sine-Gordon equation
As in Section 1.1.1, we have $f_{0}(z)=1 / z$. Here (1.8) becomes

$$
\begin{aligned}
& R_{t x}-\left(R \int_{-\infty}^{x}(Q R)_{t} d \xi+\int_{-\infty}^{x}(R Q)_{t} d \xi R\right)-R=0 \\
& Q_{t x}-\left(Q \int_{-\infty}^{x}(R Q)_{t} d \xi+\int_{-\infty}^{x}(Q R)_{t} d \xi Q\right)-Q=0 .
\end{aligned}
$$

With the relation $R=-Q$, we obtain the following non-abelian version of the derivative sine-Gordon equation

$$
\begin{equation*}
Q_{t x}+\left(Q \int_{-\infty}^{x}\left(Q^{2}\right)_{t} d \xi+\int_{-\infty}^{x}\left(Q^{2}\right)_{t} d \xi Q\right)-Q=0 \tag{1.61}
\end{equation*}
$$

Again an explicit solution to (1.61) is given by Theorem 1.2.1.
Proposition 1.2.15. Let $E$ be a Banach space and $A \in \mathcal{L}(E)$ invertible.
Assume that $L=L(x, t) \in \mathcal{L}(E)$ is an operator-valued function which, on a strip $\mathbb{R} \times\left(t_{1}, t_{2}\right)$, is sufficiently smooth and behaves sufficiently well for $x \rightarrow-\infty$, and solves the base equations

$$
L_{x}=A L \quad \text { and } \quad L_{t}=A^{-1} L .
$$

Assume that $\left(I+L^{2}\right)$ is invertible on $\mathbb{R} \times\left(t_{1}, t_{2}\right)$.
Then $Q=-\left(I+L^{2}\right)^{-1}(A L+L A)$ solves the operator-valued derivative $s G$ (1.61) on $\mathbb{R} \times\left(t_{1}, t_{2}\right)$.

Proof To achieve $R=-Q$ we set $B=A, M=-L$ in Theorem 1.2.1. The assertion then follows by Theorem 1.2.1.

Also the sine-Gordon equation in its usual form, $u_{x t}=\sin (u)$, has been successfully treated by the operator-method in [88] (see also [90]).

## Chapter 2

## From the non-abelian to the scalar AKNS system: Extracting solution formulas

In this chapter we will go back the way from the operator solutions constructed in the previous chapter to the scalar setting. Scalarization is easier to explain for an individual equation: Then the operator solution is a family of endomorphisms, and one can try to descent by applying an appropriate functional $\tau$, typically the trace. As the solution property is to be preserved, one quickly sees that $\tau$ has to enjoy certain multiplicativity properties, which cannot be valid for arbitrary operators. But it can be guaranteed for operator-functions taking values in $\mathcal{S}_{a}$, the space of one-dimensional operators with a fixed kernel (prescribed by a functional $a$ ). In Section 2.1.2 it is explained how scalarization looks like for an individual equation. We mention that the construction of $\mathcal{S}_{a}$-valued solutions is closely related to the use of projectors to one-dimensional subspaces. In the Hilbert space setting the two approaches are more or less equivalent (see Marchenko [55]). In general Banach space projections to subspaces do not always come with nice expressions and our dual approach seems preferable.

For the general AKNS system scalarization becomes harder because one starts from a pair of operator solutions $Q \in \mathcal{L}(E, F), R \in \mathcal{L}(F, E)$, mapping between different Banach spaces $E, F$. In particular we cannot simply apply traces. But we can still choose $Q, R$ with values in spaces $\mathcal{S}_{a}, \mathcal{S}_{b}, a \in E^{\prime}, b \in F^{\prime}$, and scalarize by cross evaluation (see Theorem 2.2.1). This was partly inspired by related techniques appearing in [13].

The formulas determined by cross evaluation still contain inverse operators, which are extremely embarassing in applications. Our next step is to eliminate inverses by transition to determinants. During the calculations one needs to apply traces also to expressions which are no longer of finite rank. Hence we need extensions of the elementary trace on the finite rank operators, a topic which is exhaustively treated in the theorey of traces and determinants on quasi-Banach operator ideals (see [41], [73]). The final result, after some additional refinements, is recorded in Theorem 2.4.4. It will be the basis of all later applications.

But before we have to clarify how the one-dimensionality conditions can be met. Looking at the explicit expressions of the operator solutions in Theorem 1.2.1, we see that we have to make the elementary expression $A X+X B$ one-dimensional for given operators $A \in \mathcal{L}(E)$, $B \in \mathcal{L}(F)$. Under the condition $0 \notin \operatorname{spec}(A)+\operatorname{spec}(B)$, one-dimensionality can be settled by means of the fundamental theorem of Eschmeier [28] and Dash/Schechter [22] (and a refinement by Aden [7]).

From the viewpoint of our applications in Chapter 7 , the condition $0 \notin \operatorname{spec}(A)+\operatorname{spec}(B)$
appears to be relatively massive. We will see in Chapter 7 that there is a subtler way to produce one-dimensionality by replacing the Eschmeier and Dash/Schechter theorem by factorization techniques in the spirit of the Grothendieck theorem.

Finally we obtain an amelioration for the $\mathbb{R}$-reduced AKNS system (containing in particular the modified Korteweg-de Vries and the sine-Gordon equations) where one can reduce the size of the determinants by half. Furthermore, we provide, for the Nonlinear Schrödinger and the modified Korteweg-de Vries equations, solution formulas without any growth condition. Note that growth conditions are always necessary for the treatment of the general AKNS system to ensure existence of the integral operator $\mathcal{T}_{R, Q}$.

### 2.1 Background for scalarization

We will first introduce some terminology concerning duality and one-dimensional operators in Banach spaces. Then we recall, for the sake of motivation, known scalarization techniques in the simplified setting $E=F$.

### 2.1.1 Algebraic terminology

For bounded linear functionals $a \in E^{\prime}\left(E^{\prime}\right.$ the dual Banach space of $E$ ) we write

$$
a(x)=\langle x, a\rangle, \quad x \in E
$$

A one-dimensional operator is an operator $T \in \mathcal{L}(E, F)$ with one-dimensional range. Every such operator can be written as $a \otimes y$ with appropriate $a \in E^{\prime}, y \in F$, where the map $a \otimes y$ is defined by

$$
a \otimes y(x)=\langle x, a\rangle y
$$

For convenience, we note some frequently used calculation rules for one-dimensional operators. Let $a \in E^{\prime}, y \in F$. Then

$$
T(a \otimes y) S=\left(S^{\prime} a\right) \otimes(T y) \quad \forall S \in \mathcal{L}\left(E_{1}, E\right), T \in \mathcal{L}\left(F, F_{1}\right)
$$

In particular,

$$
(a \otimes y)(b \otimes x)=\langle x, a\rangle b \otimes y
$$

for $a \in E^{\prime}, b \in E_{1}^{\prime}, x \in E$, and $y \in F$.
A finite-rank operator is an operator $T \in \mathcal{L}(E, F)$ with finite-dimensional range. We set $\operatorname{rank}(T)=\operatorname{dim}(\operatorname{ran}(T))$. Thus $\mathcal{F}(E, F)$, the set of all finite-rank operators, is a (not necessarily closed) subspace of $\mathcal{L}(E, F)$. It is easily verified that any operator of rank $N$ can be written as $T=\sum_{j=1}^{N} a_{j} \otimes y_{j}$ with appropriate $a_{j} \in E^{\prime}, y_{j} \in F$.

Definition 2.1.1. For a nonzero $a \in E^{\prime}$, we define the vector space

$$
\mathcal{S}_{a}(E, F)=\{a \otimes y \mid y \in F\}
$$

and we write $\mathcal{S}_{a}(E)$ instead of $\mathcal{S}_{a}(E, E)$.
This means that $\mathcal{S}_{a}(E, F)$ consists of all one-dimensional operators between $E$ and $F$ whose behaviour is governed by the functional $a \in E^{\prime}$. Equivalently, one could define $\mathcal{S}_{a}(E, F)$ as the space of all $T \in \mathcal{L}(E, F)$ with $\operatorname{ker}(a) \subset \operatorname{ker}(T)$. In particular we have $\mathcal{S}_{a}(E)=\mathcal{S}_{\widehat{a}}(E)$ if and only if $a$ and $\widehat{a}$ are linearly dependent.

Lemma 2.1.2. $\mathcal{S}_{a}(E, F)$ is closed under multiplication from the left with operators in $\mathcal{L}(F)$. In particular $\mathcal{S}_{a}(E)$ is a left ideal in $\mathcal{L}(E)$.

Moreover, $\mathcal{S}_{a}(E)$ is a Banach algebra.
There is a canonical continuous linear functional on $\mathcal{S}_{a}(E)$, the evaluation functional $\mathrm{ev}_{a}$, defined by

$$
\begin{equation*}
\mathrm{ev}_{a}(a \otimes y)=\langle y, a\rangle . \tag{2.1}
\end{equation*}
$$

It is easily verified that $\mathrm{ev}_{a}$ remains unchanged, if we replace $a$ by $\widehat{a}$ with $\mathcal{S}_{a}(E)=\mathcal{S}_{\widehat{a}}(E)$.
The following lemma shows that $\mathrm{ev}_{a}$ is even a continuous algebra homomorphism.
Proposition 2.1.3. On $\mathcal{S}_{a}(E)$, the functional $\mathrm{ev}_{a}$ is multiplicative.
Proof Let $T, S \in \mathcal{S}_{a}(E)$ be operators governed by the same functional $a \in E^{\prime}$, say $T=a \otimes y, S=a \otimes z$ with $y, z \in E$. Since $T S=\langle z, a\rangle a \otimes y$,

$$
\begin{aligned}
\operatorname{ev}_{a}(T S) & =\operatorname{ev}_{a}(\langle z, a\rangle a \otimes y)=\langle z, a\rangle \operatorname{ev}_{a}(a \otimes y)=\langle z, a\rangle\langle y, a\rangle \\
& =\operatorname{ev}_{a}(a \otimes z) \operatorname{ev}_{a}(a \otimes y)=\operatorname{ev}_{a}(S) \operatorname{ev}_{a}(T) .
\end{aligned}
$$

### 2.1.2 Scalarization for endomorphisms

For the sake of motivation we explain the idea of the scalarization process in the simplified setting of endomorphisms. As model equation we take the modified Korteweg-de Vries equation (1.6).

Assume that $Q=Q(x, t) \in \mathcal{L}(E)$ is an operator-solution of the non-abelian mKdV (1.60). A natural ansatz to derive scalar solutions $q=\tau(Q)$ for (1.6) is to apply a continuous linear functional $\tau$ to the operator solution $Q$.

By linearity of $\tau$,

$$
\begin{aligned}
0 & =\tau\left(Q_{t}+Q_{x x x}+3\left(Q^{2} Q_{x}+Q_{x} Q^{2}\right)\right) \\
& =\tau\left(Q_{t}\right)+\tau\left(Q_{x x x}\right)+3\left(\tau\left(Q^{2} Q_{x}\right)+\tau\left(Q_{x} Q^{2}\right)\right)
\end{aligned}
$$

At this point we would like to continue by

$$
\begin{aligned}
& =\tau\left(Q_{t}\right)+\tau\left(Q_{x x x}\right)+6 \tau(Q)^{2} \tau\left(Q_{x}\right) \\
& =\tau(Q)_{t}+\tau(Q)_{x x x}+6 \tau(Q)^{2} \tau(Q)_{x},
\end{aligned}
$$

the latter by continuity of $\tau$. Then $q=\tau(Q)$ would indeed be a solution of (1.6).
The above calculation shows that, in order to maintain the solution property under scalarization, the nonlinearity of the mKdV enforces multiplicativity of the functional $\tau$ in some sense.

This requirement can be satisfied in the following way:

1. We assume that the operator solution $Q$ belongs to $\mathcal{S}_{a}(E)$ for a constant $a \in E^{\prime}$. In other words, $Q$ is one-dimensional with fixed kernel.
2. For scalarization, we use the functional $\mathrm{ev}_{a}$ on $\mathcal{S}_{a}(E)$ defined by ev ${ }_{a}(a \otimes y)=\langle y, a\rangle$. Then multiplicativity of $\mathrm{ev}_{a}$ on $\mathcal{S}_{a}(E)$ is guaranteed by Proposition 2.1.3.

Observe that $\mathrm{ev}_{a}$ is the restriction of the trace, defined for endomorphisms of finite rank, to the $\mathcal{S}_{a}(E)$. Actually, earlier work of Aden, Carl, and the author (see for example [8], [18]) focused on the particular role of the trace on quasi-Banach operator ideals. But the treatment becomes more transparent if one uses this theory only for the later improvements of the solution formulas.

For the AKNS system we encounter the difficulty that the operator solution in general acts between different Banach spaces. In particular, the definition of evaluation functionals does not even make sense in this case. In the next section we explain how to overcome this problem.

### 2.2 The scalarization process for operators between different Banach spaces

In this section we explain how to use the non-abelian AKNS system to construct solutions of the scalar AKNS system. We start with an operator solution $Q=Q(x, t) \in \mathcal{L}(E, F)$, $R=R(x, t) \in \mathcal{L}(F, E)$ where $E, F$ are possibly different Banach spaces.

We adhere to the idea to choose the operator functions $Q, R$ one-dimensional with fixed kernel, say

$$
Q=a \otimes d(x, t) \in \mathcal{S}_{a}(E, F), \quad R=b \otimes c(x, t) \in \mathcal{S}_{b}(F, E),
$$

for fixed, constant and non-vanishing functionals $a \in E^{\prime}, b \in F^{\prime}$. It is clear that we cannot apply $a \in E^{\prime}$ to the vector function $d=d(x, t) \in F$ since they do not match. In contrast, it is a natural ansatz to try cross-evaluation,

$$
q(x, t):=\langle d(x, t), b\rangle, \quad r(x, t):=\langle c(x, t), a\rangle .
$$

Note that $r$ is given in terms of $c=c(x, t)$, which encodes the information from $R$.
Theorem 2.2.1. Let $E$, $F$ be Banach spaces and $Q=Q(x, t) \in \mathcal{L}(E, F), R=R(x, t) \in$ $\mathcal{L}(F, E)$ operator-valued functions which solve the non-abelian AKNS system (1.8).

If, in addition, there exist constant functionals $0 \neq a \in E^{\prime}, 0 \neq b \in F^{\prime}$, and vectorfunctions $c=c(x, t) \in E, d=d(x, t) \in F$ such that

$$
Q(x, t)=a \otimes d(x, t), \quad R(x, t)=b \otimes c(x, t),
$$

then a solution of the scalar AKNS system (1.1) is given by

$$
q(x, t)=\langle d(x, t), b\rangle, \quad r(x, t)=\langle c(x, t), a\rangle .
$$

When supposing that $R, Q$ solve the AKNS system, it is understood that $R, Q$ are sufficiently smooth and behave sufficiently well for $x \rightarrow-\infty$.

Proof First we compute the effect of $n$-fold iteration of $\mathcal{T}_{R, Q}$ when evaluated on operator functions $U \in \mathcal{S}_{b}(F, E), V \in \mathcal{S}_{a}(E, F)$. Let $U=b \otimes \widehat{c}, V=a \otimes \widehat{d}$, with vector functions $\widehat{c}=\widehat{c}(x, t) \in E, \widehat{d}=\widehat{d}(x, t) \in F$. As usual we assume $U, V$ to be sufficiently smooth and sufficiently well behaved for $x \rightarrow-\infty$.

Claim 1: For $n \in \mathbb{N}_{0}$, set

$$
\binom{U_{n}}{V_{n}}=\left(\mathcal{T}_{R, Q}\right)^{n}\binom{U}{V} .
$$

a) Then $U_{n} \in \mathcal{S}_{b}(F, E), V_{n} \in \mathcal{S}_{a}(E, F)$ for all $n \in \mathbb{N}_{0}$.

In particular, there exist vector functions $\widehat{c}_{n}=\widehat{c}_{n}(x, t) \in E, \widehat{d}_{n}=\widehat{d}_{n}(x, t) \in F$ such that $U_{n}=b \otimes \widehat{c}_{n}, V_{n}=a \otimes \widehat{\boldsymbol{d}}_{n}$.
b) Assigning to $U_{n}, V_{n}$ the scalar functions $u_{n}=\left\langle\widehat{c}_{n}, a\right\rangle, v_{n}=\left\langle\widehat{d}_{n}, b\right\rangle$, the corresponding scalar relation holds, i.e.,

$$
\binom{u_{n}}{v_{n}}=\left(T_{r, q}\right)^{n}\binom{u}{v},
$$

where $u:=\langle\widehat{c}, a\rangle, v:=\langle\widehat{d}, b\rangle$ are the scalar functions assigned to $U, V$.
Proof of Claim 1: For $n=0$ the assertion is trivial. Assume now the assertion for a certain $n \in \mathbb{N}_{0}$.

Then there exist vector functions $\widehat{c}_{n}=\widehat{c}_{n}(x, t) \in E, \widehat{d}_{n}=\widehat{d}_{n}(x, t) \in F$ such that $U_{n}=b \otimes \widehat{c}_{n}$ and $V_{n}=a \otimes \widehat{d}_{n}$. Since the functional $b$ is constant,

$$
\begin{aligned}
Q U_{n}+V_{n} R= & (a \otimes d)\left(b \otimes \widehat{c}_{n}\right)+\left(a \otimes \widehat{d}_{n}\right)(b \otimes c)=b \otimes\left(\left\langle\widehat{c}_{n}, a\right\rangle d+\langle c, a\rangle \widehat{d}_{n}\right) \\
& \Longrightarrow \quad \int_{-\infty}^{x}\left(Q U_{n}+V_{n} R\right) d \xi=b \otimes \int_{-\infty}^{x}\left(\left\langle\widehat{c}_{n}, a\right\rangle d+\langle c, a\rangle \widehat{d}_{n}\right) d \xi=: b \otimes f_{n} .
\end{aligned}
$$

Therefore, we obtain

$$
\begin{aligned}
R \int_{-\infty}^{x}\left(Q U_{n}+V_{n} R\right) d \xi & =(b \otimes c)\left(b \otimes f_{n}\right)=b \otimes\left(\left\langle f_{n}, b\right\rangle c\right) \\
\int_{-\infty}^{x}\left(Q U_{n}+V_{n} R\right) d \xi Q & =\left(b \otimes f_{n}\right)(a \otimes d)=a \otimes\left(\langle d, b\rangle f_{n}\right)
\end{aligned}
$$

Analogously, the constancy of the functional $a$ yields

$$
\begin{aligned}
U_{n} Q+R V_{n} & =\left(b \otimes \widehat{c}_{n}\right)(a \otimes d)+(b \otimes c)\left(a \otimes \widehat{d}_{n}\right)=a \otimes\left(\langle d, b\rangle \widehat{c}_{n}+\left\langle\widehat{d}_{n}, b\right\rangle c\right) \\
& \Longrightarrow \quad \int_{-\infty}^{x}\left(U_{n} Q+R V_{n}\right) d \xi=a \otimes \int_{-\infty}^{x}\left(\langle d, b\rangle \widehat{c}_{n}+\left\langle\widehat{d}_{n}, b\right\rangle c\right) d \xi=: a \otimes g_{n},
\end{aligned}
$$

which implies

$$
\begin{aligned}
Q \int_{-\infty}^{x}\left(U_{n} Q+R V_{n}\right) d \xi & =(a \otimes d)\left(a \otimes g_{n}\right)=a \otimes\left(\left\langle g_{n}, a\right\rangle d\right) \\
\int_{-\infty}^{x}\left(U_{n} Q+R V_{n}\right) d \xi R & =\left(a \otimes g_{n}\right)(b \otimes c)=b \otimes\left(\langle c, a\rangle g_{n}\right)
\end{aligned}
$$

As a consequence,

$$
\binom{U_{n+1}}{V_{n+1}}=\mathcal{T}_{R, Q}\binom{U_{n}}{V_{n}}=\left(\begin{array}{l}
b \otimes\left[\begin{array}{r}
\left.\widehat{c}_{n, x}-\left(\left\langle f_{n}, b\right\rangle c+\langle c, a\rangle g_{n}\right)\right] \\
a \otimes\left[-\widehat{d}_{n, x}+\left(\left\langle g_{n}, a\right\rangle d+\langle d, b\rangle f_{n}\right)\right]
\end{array}\right) .
\end{array}\right.
$$

Hence $U_{n+1}=b \otimes \widehat{c}_{n+1} \in \mathcal{S}_{b}(F, E), V_{n+1}=a \otimes \widehat{d}_{n+1} \in \mathcal{S}_{a}(E, F)$, with the vector functions $\widehat{c}_{n+1}=\widehat{c}_{n, x}-\left(\left\langle f_{n}, b\right\rangle c+\langle c, a\rangle g_{n}\right), \widehat{d}_{n+1}=-\widehat{d}_{n, x}+\left(\left\langle g_{n}, a\right\rangle d+\langle d, b\rangle f_{n}\right)$. Part a) of the assertion is proved by induction.

Next observe

$$
\begin{aligned}
& \left\langle f_{n}, b\right\rangle+\left\langle g_{n}, a\right\rangle= \\
& \quad=\left\langle\int_{-\infty}^{x}\left[\left\langle\widehat{c}_{n}, a\right\rangle d+\langle c, a\rangle \widehat{d}_{n}\right] d \xi, b\right\rangle+\left\langle\int_{-\infty}^{x}\left[\langle d, b\rangle \widehat{c}_{n}+\left\langle\widehat{d}_{n}, b\right\rangle c\right] d \xi, a\right\rangle \\
& \quad=2 \int_{-\infty}^{x}\left(\left\langle\widehat{c}_{n}, a\right\rangle\langle d, b\rangle+\langle c, a\rangle\left\langle\widehat{d}_{n}, b\right\rangle\right) d \xi \\
& \quad=2 \int_{-\infty}^{x}\left(u_{n} q+r v_{n}\right) d \xi .
\end{aligned}
$$

Inserting this identity, we find

$$
\begin{aligned}
u_{n+1} & =\left\langle\hat{c}_{n+1}, a\right\rangle=\left\langle\widehat{c}_{n, x}-\left(\left\langle f_{n}, b\right\rangle c+\langle c, a\rangle g_{n}\right), a\right\rangle \\
& =\left\langle\widehat{c}_{n}, a\right\rangle_{x}-\langle c, a\rangle\left(\left\langle f_{n}, b\right\rangle+\left\langle g_{n}, a\right\rangle\right)=u_{n, x}-2 r \int_{-\infty}^{x}\left(u_{n} q+r v_{n}\right) d \xi \\
v_{n+1} & =\left\langle\widehat{d}_{n+1}, b\right\rangle=\left\langle-\widehat{d}_{n, x}+\left(\left\langle g_{n}, a\right\rangle d+\langle d, b\rangle f_{n}\right), b\right\rangle \\
& =-\left\langle\hat{d}_{n}, b\right\rangle_{x}+\langle d, b\rangle\left(\left\langle g_{n}, a\right\rangle+\left\langle f_{n}, b\right\rangle\right)=-v_{n, x}+2 q \int_{-\infty}^{x}\left(u_{n} q+r v_{n}\right) d \xi
\end{aligned}
$$

In other words,

$$
\binom{u_{n+1}}{v_{n+1}}=T_{r, q}\binom{u_{n}}{v_{n}}
$$

and part b) of the assertion follows again by induction. The proof of Claim 1 is complete.

Claim 2: Choose $c_{0} \in E, d_{0} \in F$ such thay $\left\langle c_{0}, a\right\rangle=\left\langle d_{0}, b\right\rangle=1$. Then, for all $n \in \mathbb{N}_{0}$, the following identities hold:

$$
u_{n}=\left\langle U_{n} d_{0}, a\right\rangle, \quad v_{n}=\left\langle V_{n} c_{0}, b\right\rangle
$$

Proof of Claim 2: Applying the operator $U_{n}=b \otimes \widehat{c}_{n} \in \mathcal{S}_{b}(F, E)$ to the vector $d_{0} \in F$, we obtain $U_{n} d_{0}=\left\langle d_{0}, b\right\rangle \widehat{c}_{n}=\widehat{c}_{n}$. Thus $\left\langle U_{n} d_{0}, a\right\rangle=\left\langle\widehat{c}_{n}, a\right\rangle=u_{n}$. Analogously,

$$
\left\langle V_{n} c_{0}, b\right\rangle=\left\langle\left(a \otimes \widehat{d}_{n}\right) c_{0}, b\right\rangle=\left\langle\left\langle c_{0}, a\right\rangle \widehat{d}_{n}, b\right\rangle=\left\langle\widehat{d}_{n}, b\right\rangle
$$

and Claim 2 is shown.
To conclude the proof, we assume that the polynomials $f, g$ are concretely given by

$$
f(z)=\sum_{n=0}^{N} a_{n} z^{n}, \quad g(z)=\sum_{n=0}^{N} b_{n} z^{n}
$$

where we allow leading terms to vanish in order to have the same $N$ for both polynomials. Let $Q=Q(x, t) \in \mathcal{S}_{a}(E, F), R=R(x, t) \in \mathcal{S}_{b}(F, E)$ be a solution of the non-abelian AKNS system (1.8), and set

$$
\binom{R_{n}}{Q_{n}}=\left(\mathcal{T}_{R, Q}\right)^{n}\binom{R}{-Q}, \quad\binom{\widehat{R}_{n}}{\widehat{Q}_{n}}=\left(\mathcal{T}_{R, Q}\right)^{n}\binom{R_{t}}{Q_{t}}
$$

for $n \in \mathbb{N}_{0}$. Then the non-abelian AKNS system (1.8) reads

$$
\begin{equation*}
\sum_{n=0}^{N} a_{n} R_{n}=\sum_{n=0}^{N} b_{n} \widehat{R}_{n}, \quad \sum_{n=0}^{N} a_{n} Q_{n}=\sum_{n=0}^{N} b_{n} \widehat{Q}_{n} \tag{2.2}
\end{equation*}
$$

By Claim $1, R_{n}, \widehat{R}_{n} \in \mathcal{S}_{b}(F, E)$, and $Q_{n}, \widehat{Q}_{n} \in \mathcal{S}_{a}(E, F)$ for all $n$.
Moreover, by the Claims 1 and 2, the scalar functions $r_{n}=\left\langle R_{n} d_{0}, a\right\rangle, \widehat{r}_{n}=\left\langle\widehat{R}_{n} d_{0}, a\right\rangle$, $q_{n}=\left\langle Q_{n} c_{0}, b\right\rangle$, and $\widehat{q}_{n}=\left\langle\widehat{Q}_{n} c_{0}, b\right\rangle$ assigned to these operators (where $c_{0} \in E, d_{0} \in F$ are the constant functionals from Claim 2) satisfy

$$
\begin{equation*}
\binom{r_{n}}{q_{n}}=\left(T_{r, q}\right)^{n}\binom{r}{-q}, \quad\binom{\hat{r}_{n}}{\widehat{q}_{n}}=\left(T_{r, q}\right)^{n}\binom{r_{t}}{q_{t}} \tag{2.3}
\end{equation*}
$$

By (2.2),

$$
\begin{aligned}
\sum_{n=0}^{N} a_{n} r_{n} & =\sum_{n=0}^{N} a_{n}\left\langle R_{n} d_{0}, a\right\rangle=\left\langle\left(\sum_{n=0}^{N} a_{n} R_{n}\right) d_{0}, a\right\rangle \\
& =\left\langle\left(\sum_{n=0}^{N} b_{n} \widehat{R}_{n}\right) d_{0}, a\right\rangle=\sum_{m=0}^{N} b_{n}\left\langle\widehat{R}_{n} d_{0}, a\right\rangle=\sum_{m=0}^{N} b_{n} \widehat{r}_{n}
\end{aligned}
$$

Similarily, we see $\sum_{n=0}^{N} a_{n} q_{n}=\sum_{n=0}^{N} b_{n} \widehat{q}_{n}$.
As a consequence,

$$
\begin{aligned}
f\left(T_{r, q}\right)\binom{r}{-q} & =\sum_{n=0}^{N} a_{n}\left(T_{r, q}\right)^{n}\binom{r}{-q} \stackrel{(2.3)}{=} \sum_{n=0}^{N} a_{n}\binom{r_{n}}{q_{n}} \\
& =\sum_{n=0}^{N} b_{n}\binom{\widehat{r}_{n}}{\widehat{q}_{n}} \stackrel{(2.3)}{=} \sum_{n=0}^{N} b_{n}\left(T_{r, q}\right)^{n}\binom{r_{t}}{q_{t}}=g\left(T_{r, q}\right)\binom{r_{t}}{q_{t}} .
\end{aligned}
$$

This completes the proof.

### 2.3 Derivation of solution formulas

In this section we carry out the scalarization process in Section 2.2 for the concrete operatorvalued solution, the operator soliton, derived in Theorem 1.2.1 and present a first solution formula for the AKNS system. The central condition in this context is that the operator soliton be one-dimensional. We show that there is a systematic way to fulfill this condition using the theory of so-called elementary operators. Finally, we achieve an improvement of the solution formula particularly adequate for applications. The main tool are determinants on quasi-Banach operator ideals.

### 2.3.1 Carrying out the scalarization process for the operator soliton

Let $E, F$ be Banach spaces, and let $A \in \mathcal{L}(E), B \in \mathcal{L}(F)$ be constant operators such that $\operatorname{spec}(A) \cup \operatorname{spec}(-B)$ is contained in the domain where $f_{0}$ is holomorphic. Then the base equations in Theorem 1.2.1 are obviously fulfilled for

$$
L(x, t)=\widehat{L}(x, t) C, \quad M(x, t)=\widehat{M}(x, t) D,
$$

where $\widehat{L}(x, t)=\exp \left(A x+f_{0}(A) t\right), \widehat{M}(x, t)=\exp \left(B x-f_{0}(-B) t\right)$, and constant operators $C \in \mathcal{L}(F, E), D \in \mathcal{L}(E, F)$.

This means that the operator-valued solution in Theorem 1.2.1 reads

$$
Q=(I-M L)^{-1} \widehat{M}(B D+D A), \quad R=(I-L M)^{-1} \widehat{L}(A C+C B) .
$$

Thus it is clear that the operator functions $Q, R$ will only become one-dimensional (with fixed kernels) if the expressions

$$
B D+D A, \quad A C+C B
$$

can be chosen one-dimensional.
Proposition 2.3.1. Let $E, F$ be Banach spaces and $A \in \mathcal{L}(E), B \in \mathcal{L}(F)$ such that $\operatorname{spec}(A) \cup \operatorname{spec}(-B)$ is contained in the domain where $f_{0}$ is holomorphic and $\exp (A x)$, $\exp (B x)$ behave sufficiently well for $x \rightarrow-\infty$.

Assume that $C \in \mathcal{L}(F, E), D \in \mathcal{L}(E, F)$ are constant operators satisfying the onedimensionality conditions

$$
\begin{equation*}
A C+C B=b \otimes c, \quad B D+D A=a \otimes d \tag{2.4}
\end{equation*}
$$

for $0 \neq a \in E^{\prime}, c \in E, 0 \neq b \in F^{\prime}$, and $d \in F$. Define the operator-functions

$$
\begin{aligned}
L(x, t)=\widehat{L}(x, t) C, & \widehat{L}(x, t)=\exp \left(A x+f_{0}(A) t\right) \\
M(x, t)=\widehat{M}(x, t) D, & \widehat{M}(x, t)=\exp \left(B x-f_{0}(-B) t\right)
\end{aligned}
$$

Then, on every domain $\mathbb{R} \times\left(t_{1}, t_{2}\right)$ on which $(I-L M)^{-1},(I-M L)^{-1}$ are defined, a solution of the scalar AKNS-system (1.1) is given by

$$
\begin{align*}
q & =\operatorname{tr}\left((I-M L)^{-1} \widehat{M}(b \otimes d)\right)  \tag{2.5}\\
r & =\operatorname{tr}\left((I-L M)^{-1} \widehat{L}(a \otimes c)\right) \tag{2.6}
\end{align*}
$$

Recall the notation tr for the trace on the finite-rank endomorphisms (see Appendix B).
Proof According to the explanations preceding the theorem, the coupling conditions guarantee $Q=Q(x, t) \in \mathcal{S}_{a}(E, F), R=R(x, t) \in \mathcal{S}_{b}(F, E)$ for the operator solutions $Q, R$ in Theorem 1.2.1. Namely,

$$
\begin{aligned}
Q & =(I-M L)^{-1} \widehat{M}(a \otimes d)=a \otimes\left((I-M L)^{-1} \widehat{M} d\right) \\
R & =(I-L M)^{-1} \widehat{L}(b \otimes c)=b \otimes\left((I-L M)^{-1} \widehat{L} c\right)
\end{aligned}
$$

Application of Theorem 2.2.1 then shows that a solution of the scalar AKNS-system (1.1) is given by

$$
\begin{aligned}
q & =\left\langle(I-M L)^{-1} \widehat{M} d, b\right\rangle=\operatorname{tr}\left((I-M L)^{-1} \widehat{M}(b \otimes d)\right), \\
r & =\left\langle(I-L M)^{-1} \widehat{L} c, a\right\rangle=\operatorname{tr}\left((I-L M)^{-1} \widehat{L}(a \otimes c)\right),
\end{aligned}
$$

the latter by definition of tr, see Appendix B.
This completes the proof.

### 2.3.2 On elementary operators: How and why to solve the operator equation $A X+X B=C$

In order to apply Proposition 2.3.1, we have to choose $C, D$ such that the one-dimensionality conditions (2.4) are satisfied. In other words, we ask whether the expression $\Phi_{A, B}(X)=$ $A X+X B$ can be made one-dimensional by an appropriate choice of $X$. Fortunately, the theory of the map $\Phi_{A, B}$ is fairly well understood and provides powerful results on existence and properties of solutions.

For a detailed discussion of the operator equation $A X+X B=C$ and its applications we refer to the survey article of Bhatia and Rosenthal [12].

Definition 2.3.2. Let $\mathcal{A}$ be a $p$-Banach operator ideal $(0<p \leq 1)$ and $A \in \mathcal{L}(E), B \in$ $\mathcal{L}(E)$. Then the operator $\Phi_{A, B}: \mathcal{A}(F, E) \longrightarrow \mathcal{A}(F, E)$ is defined by

$$
\Phi_{A, B}(X)=A X+X B
$$

Note that $\Phi_{A, B}$ is an endomorphism of $\mathcal{A}(F, E)$ for every $p$-Banach operator ideal $\mathcal{A}$.

The above defined operator is a particular case of a so-called elementary operator, i.e., an operator $\Phi: \mathcal{A}(F, E) \longrightarrow \mathcal{A}(F, E)$ of the form

$$
\Phi=p\left(R_{B}, L_{A}\right) \quad \text { for a polynomial } p,
$$

where $R_{B}, L_{A}$ denote the multiplication with $A \in \mathcal{L}(E)$ from the left and $B \in \mathcal{L}(F)$ from the right, respectively.

In fundamental papers Dash/Schechter [22] and Eschmeier [28] proved that, provided that $\mathcal{A}$ is a Banach operator ideal, $\operatorname{spec}(\Phi)$ is independent of the choice of $\mathcal{A}$ and given by the catching formula

$$
\operatorname{spec}(\Phi)=p(\operatorname{spec}(B), \operatorname{spec}(A)) .
$$

Next we cite a result of Aden extending, for the operator $\Phi_{A, B}$, this result to $p$-Banach operator ideals $\mathcal{A}, 0<p \leq 1$.

Proposition 2.3.3. ([7], Theorem III.2.7) Let $\mathcal{A}$ be a $p$-Banach operator ideal $(0<p \leq 1)$. Then the spectrum of the operator $\Phi_{A, B}$ is given by

$$
\operatorname{spec}\left(\Phi_{A, B}\right)=\operatorname{spec}(A)+\operatorname{spec}(B) .
$$

In particular, $\operatorname{spec}\left(\Phi_{A, B}\right)$ does not depended on the $p$-Banach operator ideal $\mathcal{A}$ under consideration.

The next proposition is an immediate consequence. It stresses that the operator equation $A X+X B=C$ with given $C \in \mathcal{A}(F, E)$ can always be solved if $0 \notin \operatorname{spec}(A)+\operatorname{spec}(B)$. Moreover, the solution $X=\Phi_{A, B}^{-1}(C)$ is as good as $C$ is, more precisely, $X \in \mathcal{A}(F, E)$.

Proposition 2.3.4. Let $\mathcal{A}$ be a p-Banach operator ideal $(0<p \leq 1)$ and $0 \notin \operatorname{spec}(A)+$ $\operatorname{spec}(B)$. Then, for every operator $C \in \mathcal{A}(F, E)$, the equation $A X+X B=C$ has a unique solution $X \in \mathcal{A}(F, E)$, namely

$$
X=\Phi_{A, B}^{-1}(C)
$$

Remark 2.3.5. In the above results p-Banach operator ideals could be replaced by the seemingly more general but in fact equivalent quasi-Banach operator ideals (see Pietsch [72]).

To conclude the section, we state the impact of the above theory to our solution formula.
Proposition 2.3.6. Let $E, F$ be Banach spaces and $A \in \mathcal{L}(E), B \in \mathcal{L}(F)$ such that $0 \notin \operatorname{spec}(A)+\operatorname{spec}(B)$. Then, for all $a \in E^{\prime}, c \in E, b \in F^{\prime}, d \in F$, the operators

$$
C=\Phi_{A, B}^{-1}(b \otimes c), \quad D=\Phi_{B, A}^{-1}(a \otimes d),
$$

satisfy the one-dimensionality conditions (2.4) in Proposition 2.3.1.

### 2.3.3 Solution formulas in terms of determinants

The solution formulas (2.5), (2.6) in Proposition 2.3.1 have the disadvantage that one has to compute the inverse operators $(I-L M)^{-1},(I-M L)^{-1}$. In this section we improve these formulas in order to make them accessible for explicit calculations. This will be crucial in the applications in Chapters 4-7.

Starting point is the observation that the functional $\mathrm{ev}_{a}$, considered as a map on $\mathcal{S}_{a}(E)$, coincides with the well-known trace. Thus it is tempting to use the calculus of traces and determinants to improve the solution formula. The problem is that the intermediate
calculations pass through traces of non-finite operators, whose existence is not obvious at all. The adequate framework to overcome this problem is theory of traces and determinants on quasi-Banach operator ideals ([41], [73], see also Appendix B).

The following theorem is the crucial result of this chapter.
Theorem 2.3.7. Let $E, F$ be Banach spaces, and let $A \in \mathcal{L}(E), B \in \mathcal{L}(F)$ be such that $\operatorname{spec}(A) \cup \operatorname{spec}(-B)$ is contained in the domain where $f_{0}$ is holomorphic and $\exp (A x)$, $\exp (B x)$ behave sufficiently well as $x \rightarrow-\infty$.
a) Assume that the one-dimensionality conditions (2.4) are satisfied with $C \in \mathcal{A}(F, E)$, $D \in \mathcal{A}(E, F)$, and $0 \neq a \in E^{\prime}, 0 \neq b \in F^{\prime}$, where $\mathcal{A}$ is an arbitrary quasi-Banach operator ideal admitting a continuous determinant $\delta$. Define

$$
\begin{aligned}
L(x, t) & =\widehat{L}(x, t) C \quad \text { with } \widehat{L}(x, t)=\exp \left(A x+f_{0}(A) t\right) \\
M(x, t) & =\widehat{M}(x, t) D \quad \text { with } \widehat{M}(x, t)=\exp \left(B x-f_{0}(-B) t\right)
\end{aligned}
$$

Then, on strips $\mathbb{R} \times\left(t_{1}, t_{2}\right)$ on which $\delta(I-L M)$ does not vanish, a solution of the scalar AKNS-system (1.1) is given by

$$
\begin{align*}
& q=1-\frac{\delta(I-M L-\widehat{M}(b \otimes d))}{\delta(I-M L)},  \tag{2.7}\\
& r=1-\frac{\delta(I-L M-\widehat{L}(a \otimes c))}{\delta(I-L M)} . \tag{2.8}
\end{align*}
$$

b) If $0 \notin \operatorname{spec}(A)+\operatorname{spec}(B)$, then a) holds with $C=\Phi_{A, B}^{-1}(b \otimes c), D=\Phi_{B, A}^{-1}(a \otimes d)$, $a, b \neq 0$, and any $p$-Banach operator ideal $\mathcal{A}$ admitting a continuous determinant $\delta$.

Proof a) We show that the solution $q, r$ given by (2.5), (2.6) in Proposition 2.3.1 can be rewritten in the form $(2.7),(2.8)$. To this end, we first use the well-known identity $\operatorname{det}(I+T)=1+\operatorname{tr}(T)$, valid for any one-dimensional operator $T$. This yields

$$
\begin{aligned}
q & =\operatorname{tr}\left((I-M L)^{-1} \widehat{M}(b \otimes d)\right) \\
& =1-\operatorname{det}\left(I-(I-M L)^{-1} \widehat{M}(b \otimes d)\right) \\
& =1-\operatorname{det}\left((I-M L)^{-1}(I-M L-\widehat{M}(b \otimes d))\right) .
\end{aligned}
$$

Here det denotes the canonical determinant on the finite-rank operators.
Note that we cannot use the multiplicativity of the determinant det, because the operator $M L$ is not of finite rank. Thus we switch to the determinant $\delta$ on the quasi-Banach operator ideal $\mathcal{A}$. By the definition of general determinants (see Appendix B), we have $\left.\delta\right|_{\mathcal{F}}=$ det. Thus

$$
\begin{aligned}
q & =1-\delta\left((I-M L)^{-1}(I-M L-\widehat{M}(b \otimes d))\right) \\
& =1-\frac{\delta(I-M L-\widehat{M}(b \otimes d))}{\delta(I-M L)} .
\end{aligned}
$$

The reformulation of the formula for $r$ follows analogously.
b) This is an immediate consequence of Proposition 2.3.4.

### 2.4 The solution formula revisited

For the applications in particular in context with the asymptotic behaviour of negatons (see Chapter 5), a reformulation of the solution formula which provides an even better access for calculations will be decisive. To this end we need some tools for the calculation with general determinants on quasi-Banach operator ideals.

### 2.4.1 Key relations for general determinants

As a rule, the following identities will be elementary for finite matrices. In the general case we have to check the arguments carefully to guarantee existence. Note also that we suppose continuity of $\delta$ but not that the finite-rank operators $\mathcal{F}$ are $\|\cdot \mid \mathcal{A}\|$-dense in $\mathcal{A}$.

Proposition 2.4.1. Let $E, F$ be Banach spaces and $\mathcal{A}$ a quasi-Banach operator ideal admitting a continuous determinant $\delta$. Then
a) $\left(\begin{array}{cc}0 & U \\ V & 0\end{array}\right) \in \mathcal{A}(E \oplus F)$ whenever $U \in \mathcal{A}(F, E), V \in \mathcal{A}(E, F)$.
b) If, in addition, $U=U(x), V=V(x)$ depend smoothly on a real variable $x$, if $\|U(x)\|$, $\|V(x)\| \rightarrow 0$ for $x \rightarrow-\infty$, and if $I_{E}-U V$ is always invertible, then

$$
\delta\left(\begin{array}{cc}
I_{E} & U \\
V & I_{F}
\end{array}\right)=\delta\left(I_{E}-U V\right) .
$$

Proof a) Let $P_{E}: E \oplus F \rightarrow E, P_{F}: E \oplus F \rightarrow F$ be the canonical projections from $E \oplus F$ to $E, F$, respectively, and $J_{E}: E \rightarrow E \oplus F, J_{F}: F \rightarrow E \oplus F$ the canonical embeddings of $E, F$, respectively, in $E \oplus F$. Then a) follows immediately from the factorization

$$
\left(\begin{array}{cc}
0 & U \\
V & 0
\end{array}\right)=J_{E} U P_{F}+J_{F} V P_{E}
$$

and the ideal properties of $\mathcal{A}$.
b) Abbreviate $W=\left(\begin{array}{cc}0 & U \\ V & 0\end{array}\right), I=I_{E \oplus F}$, and set $J=\left(\begin{array}{cc}I_{E} & 0 \\ 0 & -I_{F}\end{array}\right)$. First we observe

$$
\delta(I-W)=\delta(I+J W J)=\delta\left(I+J^{2} W\right)=\delta(I+W) .
$$

As a consequence,

$$
\begin{align*}
& (\delta(I+W))^{2}=\delta(I+W) \delta(I-W)=\delta((I+W)(I-W))=\delta\left(I-W^{2}\right) \\
& =\delta\left(\begin{array}{cc}
I_{E}-U V & 0 \\
0 & I_{F}-V U
\end{array}\right)=\delta\left(\begin{array}{cc}
I_{E}-U V & 0 \\
0 & I_{F}
\end{array}\right) \delta\left(\begin{array}{cc}
I_{E} & 0 \\
0 & I_{F}-V U
\end{array}\right) \\
& =\delta\left(I_{E}-U V\right) \delta\left(I_{F}-V U\right)  \tag{2.9}\\
& =\left(\delta\left(I_{E}-U V\right)\right)^{2} .
\end{align*}
$$

Since we deal with general determinants, the identity (2.9) requires a comment. In fact, with the same notations as in a), (2.9) follows from

$$
\delta\left(\left(\begin{array}{cc}
I_{E}+T & 0 \\
0 & I_{F}
\end{array}\right)\right)=\delta\left(I+J_{E} T P_{E}\right)=\delta\left(I_{E}+P_{E} J_{E} T\right)=\delta\left(I_{E}+T\right)
$$

for all $T \in \mathcal{L}(E)$. The second identity holds by Definition B.1.8 (iii).

To conclude the proof, consider the function

$$
f(x)=\delta(I+W(x)) / \delta\left(I_{E}-U(x) V(x)\right),
$$

which is well-defined by assumption. Obviously $f$ is a continuous function, and we have shown that it takes its values in $\{-1,1\}$. Thus $f$ is constant. Finally, from $U(x), V(x) \rightarrow 0$ for $x \rightarrow-\infty$ it is clear that $f(x) \rightarrow 1$ for $x \rightarrow-\infty$. Thus $f \equiv 1$, and the proof is complete.

Corollary 2.4.2. Under the assumptions of Proposition 2.4.1, the following relation holds in the perturbed case,

$$
\delta\left(\begin{array}{cc}
I_{E}-a \otimes c & U \\
V & I_{F}
\end{array}\right)=\delta\left(I_{E}-(U V+a \otimes c)\right) .
$$

for any $a=a(x) \in F^{\prime}, c=c(x) \in F$.
Proof Note that $\left(\begin{array}{cc}I_{E} & U \\ V & I_{F}\end{array}\right)$ is invertible by Proposition 2.4.1, and we check

$$
\left(\begin{array}{cc}
I_{E} & U \\
V & I_{F}
\end{array}\right)^{-1}=\left(\begin{array}{cc}
\left(I_{E}-U V\right)^{-1} & -\left(I_{E}-U V\right)^{-1} U \\
-\left(I_{F}-V U\right)^{-1} V & \left(I_{F}-V U\right)^{-1}
\end{array}\right) .
$$

Therefore,

$$
\begin{aligned}
& \left.\left(\begin{array}{r}
I_{E}-a \otimes c
\end{array}\right]=\left(\begin{array}{cc}
I_{E} & U \\
V & I_{F}
\end{array}\right)\left(\left(\begin{array}{cc}
I_{E} & U \\
V & I_{F}
\end{array}\right)^{-1}\left(\begin{array}{r}
I_{E}-a \otimes c
\end{array}\right) U \begin{array}{r}
V \\
I_{F}
\end{array}\right)\right) \\
& =\left(\begin{array}{cc}
I_{E} & U \\
V & I_{F}
\end{array}\right)\left(\begin{array}{r}
I_{E}-\left(I_{E}-U V\right)^{-1}(a \otimes c) \\
\left(I_{F}-V U\right)^{-1} V(a \otimes c) \\
I_{F}
\end{array}\right) \\
& =\left(\begin{array}{ll}
I_{E} & U \\
V & I_{F}
\end{array}\right)(I+f \otimes g),
\end{aligned}
$$

where we have abbreviated $I=I_{E \oplus F}, f=(a, 0), g=\left(-\left(I_{E}-U V\right)^{-1} c,\left(I_{F}-V U\right)^{-1} V c\right)$. Next we use that the value of determinants is prescribed on one-dimensional operators. We thus get

$$
\begin{aligned}
\delta(I+f \otimes g) & =1+\langle g, f\rangle=1-\left\langle\left(I_{E}-U V\right)^{-1} c, a\right\rangle \\
& =\delta\left(I_{E}-a \otimes\left(\left(I_{E}-U V\right)^{-1} c\right)\right) \\
& =\delta\left(I_{E}-\left(I_{E}-U V\right)^{-1}(a \otimes c)\right) .
\end{aligned}
$$

Now multiplicativity of the determinant, the above identity, and Proposition 2.4.1 yield

$$
\begin{aligned}
\delta\left(\begin{array}{cc}
I_{E}-a \otimes c & U \\
V & I_{F}
\end{array}\right) & =\delta\left(\begin{array}{cc}
I_{E} & U \\
V & I_{F}
\end{array}\right) \delta(I+f \otimes g) \\
& =\delta\left(I_{E}-U V\right) \delta\left(I_{E}-\left(I_{E}-U V\right)^{-1}(a \otimes c)\right) \\
& =\delta\left(I_{E}-(U V+a \otimes c)\right),
\end{aligned}
$$

which is the assertion.

For later use we also note a symmetry relation for the expression of our solution formulas.

Proposition 2.4.3. Let $E, F$ be Banach spaces, and $\mathcal{A}$ a quasi-Banach operator ideal with a continuous determinant $\delta$. Then the following relation holds

$$
1-\frac{\delta\left(\begin{array}{cc}
I_{E}-a \otimes c & U \\
V & I_{F}
\end{array}\right)}{\delta\left(\begin{array}{cc}
I_{E} & U \\
V & I_{F}
\end{array}\right)}=\frac{\delta\left(\begin{array}{cc}
I_{E}+a \otimes c & U \\
V & I_{F}
\end{array}\right)}{\delta\left(\begin{array}{cc}
I_{E} & U \\
V & I_{F}
\end{array}\right)}-1
$$

for $U \in \mathcal{A}(F, E), V \in \mathcal{A}(E, F)$, and $a \in E^{\prime}, c \in E$.
Proof To simplify writing, set $W=\left(\begin{array}{cc}0 & U \\ V & 0\end{array}\right), I=I_{E \oplus F}, f=(a, 0), g=(c, 0)$. Then

$$
\begin{aligned}
1- & \frac{\delta(I+W-f \otimes g)}{\delta(1+W)}=1-\delta\left((I+W)^{-1}(I+W-f \otimes g)\right) \\
& =\quad 1-\delta\left(I-(I+W)^{-1}(f \otimes g)\right)=\tau\left((I+W)^{-1}(f \otimes g)\right) \\
& =-1+\delta\left(I+(I+W)^{-1}(f \otimes g)\right)=-1+\delta\left((I+W)^{-1}(1+W+f \otimes g)\right) \\
& =-1+\frac{\delta(I+W+f \otimes g)}{\delta(I+W)},
\end{aligned}
$$

where we have used the identity $\delta(1+T)=1+\tau(T)$ which is valid for one-dimensional operators $T \in \mathcal{A}(E)$.

### 2.4.2 Statement of the main theorem

It remains to formulate the main theorem of the present chapter. It is an immediate consequence of Theorem 2.3.7, Proposition 2.4.1, and Corollary 2.4.2.

Theorem 2.4.4. Let $E, F$ be Banach spaces, and let $A \in \mathcal{L}(E), B \in \mathcal{L}(F)$ be such that $\operatorname{spec}(A) \cup \operatorname{spec}(-B)$ is contained in the domain where $f_{0}$ is holomorphic and $\exp (A x)$, $\exp (B x)$ behave sufficiently well as $x \rightarrow-\infty$.
a) Assume that the one-dimensionality conditions (2.4) are satisfied with $C \in \mathcal{A}(F, E)$, $D \in \mathcal{A}(E, F), 0 \neq a \in E^{\prime}, 0 \neq b \in F^{\prime}$, where $\mathcal{A}$ is an arbitrary quasi-Banach operator ideal admitting a continuous determinant $\delta$. Define

$$
\begin{array}{rlr}
L(x, t) & =\widehat{L}(x, t) C \quad \text { with } \widehat{L}(x, t)=\exp \left(A x+f_{0}(A) t\right) \\
M(x, t) & =\widehat{M}(x, t) D \quad \text { with } \widehat{M}(x, t)=\exp \left(B x-f_{0}(-B) t\right) .
\end{array}
$$

Then, on strips $\mathbb{R} \times\left(t_{1}, t_{2}\right)$ on which $p$ does not vanish, a solution of the scalar AKNS-system (1.1) is given by

$$
\begin{equation*}
q=1-P / p, \quad r=1-\widehat{P} / p, \tag{2.10}
\end{equation*}
$$

where

$$
P=\delta\left(\begin{array}{ll}
I_{E} & L \\
M & I_{F}-\widehat{M}(b \otimes d)
\end{array}\right), \quad \widehat{P}=\delta\left(\begin{array}{ll}
I_{E}-\widehat{L}(a \otimes c) & L \\
M & I_{F}
\end{array}\right), \quad p=\delta\left(\begin{array}{cc}
I_{E} & L \\
M & I_{F}
\end{array}\right) .
$$

b) If $0 \notin \operatorname{spec}(A)+\operatorname{spec}(B)$, then a) holds with $C=\Phi_{A, B}^{-1}(b \otimes c), D=\Phi_{B, A}^{-1}(a \otimes d)$, $a, b \neq 0$, and any $p$-Banach operator ideal $\mathcal{A}$ admitting a continuous determinant $\delta$.

### 2.5 Improvements for the $\mathbb{R}$-reduction

In this section we aim at an improvement of the solution formula in Theorem 2.3.7 for the $\mathbb{R}$-reduced AKNS system. Namely, we reduce the involved determinants to half of their size. This is of course a considerable advantage in explicit calculations.

Referring to Section 4.2 for a systematic introduction of $\mathbb{R}$-reduction, we just suppose that $f_{0}(z)=-f_{0}(-z)$ holds at every $z$ in the domain where $f_{0}$ is holomorphic. Then the $\mathbb{R}$-reduced equation is obtained by setting $r=-q$. In particular, it is natural to restrict to

$$
\begin{equation*}
F=E, \quad B=A, \quad b=-a, \quad d=c . \tag{2.11}
\end{equation*}
$$

Then we obtain a nice solution formula, which is a logarithmic derivative.
Theorem 2.5.1. Let $E$ be a Banach space and $A \in \mathcal{L}(E)$ such that $\operatorname{spec}(A)$ is contained in the domain where $f_{0}$ is holomorphic and $\exp (A x)$ behaves sufficiently well as $x \rightarrow-\infty$.
a) Assume that the one-dimensionality condition

$$
\begin{equation*}
A C+C A=a \otimes c \tag{2.12}
\end{equation*}
$$

for $0 \neq a \in E^{\prime}, c \in E$, is satisfied with $C \in \mathcal{A}(E)$, where $\mathcal{A}$ is an arbitrary quasi-Banach operator ideal admitting a continuous determinant $\delta$. Define

$$
L(x, t)=\widehat{L}(x, t) C, \quad \text { with } \widehat{L}=\exp \left(A x+f_{0}(A) t\right) .
$$

Then, on strips $\mathbb{R} \times\left(t_{1}, t_{2}\right)$ on which $\delta(I \pm i L)$ do not vanish, a solution of the $\mathbb{R}$-reduced AKNS-system (4.6) is given by

$$
\begin{equation*}
q=\mathrm{i} \frac{\partial}{\partial x} \log \frac{\delta(I+\mathrm{i} L)}{\delta(I-\mathrm{i} L)} . \tag{2.13}
\end{equation*}
$$

b) If $0 \notin \operatorname{spec}(A)+\operatorname{spec}(A)$, then a) holds with $C=\Phi_{A, A}^{-1}(a \otimes c), a \neq 0$, and any p-Banach operator ideal $\mathcal{A}$ admitting a continuous determinant $\delta$.
Proof If we apply Proposition 2.3 .1 with the particular choice (2.11), then $r=-q$ follows from $\widehat{M}=\widehat{L}$ and the fact that we can take $D=-C$. It remains to show that the formula (2.5) for $q$ can be rewritten in the form (2.13).

To this end we denote by $\tau$ the trace corresponding to $\delta$ via to the Trace-determinant theorem (see Proposition B.2.11). Since all traces coincide on $\mathcal{F}$, the operator ideal of finite-rank operators, we have $\left.\tau\right|_{\mathcal{F}}=\operatorname{tr}$. Therefore, and by the coupling condition (2.12),

$$
\begin{aligned}
q & =-\operatorname{tr}\left(\left(I+L^{2}\right)^{-1} \widehat{L}(a \otimes c)\right) \\
& =-\tau\left(\left(I+L^{2}\right)^{-1}(A L+L A)\right) .
\end{aligned}
$$

Next we use the linearity of the trace $\tau$ (note that this is allowed because $L \in \mathcal{A}(E)$ ) to observe

$$
\begin{aligned}
q & =-\tau\left(\left(I+L^{2}\right)^{-1} A L\right)-\tau\left(\left(I+L^{2}\right)^{-1} L A\right) \\
& =-2 \tau\left(\left(I+L^{2}\right)^{-1} L_{x}\right)
\end{aligned}
$$

the latter by the property of traces $(\tau(S T)=\tau(T S))$ and the base equation for $L$. Using the identity $2\left(I+L^{2}\right)^{-1}=(I+\mathrm{i} L)^{-1}+(I-\mathrm{i} L)^{-1}$, we finally get

$$
\begin{aligned}
q & =\mathrm{i} \tau\left((I+\mathrm{i} L)^{-1}(\mathrm{i} L)_{x}\right)-\mathrm{i} \tau\left((I-\mathrm{i} L)^{-1}(-\mathrm{i} L)_{x}\right) \\
& =\mathrm{i} \frac{\partial}{\partial x} \log \frac{\delta(I+\mathrm{i} L)}{\delta(I-\mathrm{i} L)}
\end{aligned}
$$

the latter by the differentiation rule for determinants, see Proposition B.2.12.

### 2.6 Ameliorated formulas for NLS and mKdV

Theorem 1.2.1 give at one stroke solutions for all equations of the AKNS system. Note that the appearance of the integral term $\mathcal{T}_{R, Q}$ enforced strong assumptions on the behaviour for the functions $L=L(x, t), M=M(x, t)$ for $x \rightarrow-\infty$. As already seen, $\mathcal{T}_{R, Q}$ may cancel during the calculations. This may allow us to generalize the resulting solution formulas by direct verifications avoiding $\mathcal{T}_{R, Q}$. We illustrate this for the Nonlinear Schrödinger and the modified Korteweg-de Vries equations.

For the Nonlinear Schrödinger equation, the following result holds.
Proposition 2.6.1. Let $E, F$ be Banach spaces and $A \in \mathcal{L}(E), B \in \mathcal{L}(F)$.
a) Assume that the one-dimensionality conditions (2.4) are satisfied with $C \in \mathcal{A}(F, E)$, $D \in \mathcal{A}(E, F), 0 \neq a \in E^{\prime}, 0 \neq b \in F^{\prime}$, where $\mathcal{A}$ is an arbitrary quasi-Banach operator ideal admitting a continuous determinant $\delta$. Define

$$
\begin{array}{rlr}
L(x, t) & =\widehat{L}(x, t) C & \text { with } \widehat{L}(x, t)=\exp \left(A x-\mathrm{i} A^{2} t\right) \\
M(x, t) & =\widehat{M}(x, t) D & \text { with } \widehat{M}(x, t)=\exp \left(B x+\mathrm{i} B^{2} t\right)
\end{array}
$$

Then, on $\Omega=\{(x, t) \mid p(x, t) \neq 0\}$, a solution of the scalar NLS system

$$
\begin{aligned}
-\mathrm{i} r_{t}+r_{x x}-2 r^{2} q & =0 \\
\mathrm{i} q_{t}+q_{x x}-2 q^{2} r & =0 .
\end{aligned}
$$

is given by

$$
q=1-P / p, \quad r=1-\widehat{P} / p
$$

where

$$
P=\delta\left(\begin{array}{ll}
I & L \\
M & I-\widehat{M} b \otimes d
\end{array}\right), \quad \widehat{P}=\delta\left(\begin{array}{ll}
I-\widehat{L} a \otimes c & L \\
M & I
\end{array}\right), \quad p=\delta\left(\begin{array}{cc}
I & L \\
M & I
\end{array}\right) .
$$

b) If $0 \notin \operatorname{spec}(A)+\operatorname{spec}(B)$, then a) holds with $C=\Phi_{A, B}^{-1}(b \otimes c), D=\Phi_{B, A}^{-1}(a \otimes d)$, $a, b \neq 0$, and any $p$-Banach operator ideal $\mathcal{A}$ admitting a continuous determinant $\delta$.

We want to stress again that the freedom to choose the two operators $A, B \in \mathcal{L}(E)$ independently is essential. Otherwise even solitons could not be derived in full generality (see Remark 1.2.12).

Proof To avoid the growth conditions in the proposition, we have to verify that the operator-functions $Q, R$ given by (1.10), (1.11) are a solution of the non-abelian NLS system (1.58), (1.59) without using Theorem 1.2.1. To this end, observe the rules

$$
\begin{aligned}
R_{t}=-\mathrm{i} \widehat{R}_{2} R, & R_{x}=\widehat{R}_{1} R \\
Q_{t}=\mathrm{i} \widehat{Q}_{2} Q, & Q_{x}=\widehat{Q}_{1} Q
\end{aligned}
$$

for $\widehat{R}_{j}=(I-L M)^{-1}\left(A^{j}+(-1)^{j-1} L B^{j} M\right), \widehat{Q}_{j}=(I-M L)^{-1}\left(B^{j}+(-1)^{j-1} M A^{j} L\right)$, $j=1,2$, which follow from Lemma 1.2.7, Lemma 1.2.5.
Using Lemma 1.2.5 once more, we observe

$$
\widehat{R}_{1, x}=R Q, \quad \widehat{Q}_{1, x}=Q R .
$$

This easily yields

$$
R_{x x}=R Q R+\widehat{R}_{1}^{2} R, \quad Q_{x x}=Q R Q+\widehat{Q}_{1}^{2} Q
$$

Moreover, by Lemma 1.2.6, we have

$$
\widehat{R}_{1}^{2}=R Q+\widehat{R}_{2}, \quad \widehat{Q}_{1}^{2}=Q R+\widehat{Q}_{2} .
$$

Inserting these relations, we get

$$
\begin{aligned}
-\mathrm{i} R_{t}+R_{x x}-2 R Q R & =-\widehat{R}_{2} R+\left(R Q R+\widehat{R}_{1}^{2} R\right)-2 R Q R \\
& =-\widehat{R}_{2} R+\left(\widehat{R}_{1}^{2}-R Q\right) R=0, \\
\mathrm{i} Q_{t}+Q_{x x}-2 Q R Q & =-\widehat{Q}_{2} Q+\left(Q R Q+\widehat{Q}_{1}^{2} Q\right)-2 Q R Q \\
& =-\widehat{Q}_{2} Q+\left(\widehat{Q}_{1}^{2}-Q R\right) Q=0 .
\end{aligned}
$$

Thus $Q, R$ solve the non-abelian NLS system (1.58), (1.59). Now the scalarization process explained in this chapter applies and yields the assertion.

In analogy with Section 2.5 we get a simpler solution formula for the modified Kortewegde Vries equation.

Proposition 2.6.2. Let $E$ be a Banach space and $A \in \mathcal{L}(E)$.
a) Assume that the one-dimensionality condition (2.12) is satisfied with $C \in \mathcal{A}(E)$ and $0 \neq a \in E^{\prime}$, where $\mathcal{A}$ is an arbitrary quasi-Banach operator ideal admitting a continuous determinant $\delta$. Define

$$
L(x, t)=\widehat{L}(x, t) C, \quad \text { with } \widehat{L}=\exp \left(A x-A^{3} t\right) .
$$

Then, on $\Omega=\{(x, t) \mid \delta(I \pm i L(x, t)) \neq 0\}$, a solution of the $m K d V(1.6)$ is given by

$$
q=\mathrm{i} \frac{\partial}{\partial x} \log \frac{\delta(I+\mathrm{i} L)}{\delta(I-\mathrm{i} L)} .
$$

b) If $0 \notin \operatorname{spec}(A)+\operatorname{spec}(A)$, then a) holds with $C=\Phi_{A, A}^{-1}(a \otimes c), a \neq 0$, and any p-Banach operator ideal $\mathcal{A}$ admitting a continuous determinant $\delta$.

Proof The main point is to show directly that the non-abelian mKdV (1.60) is satisfied for $Q=-\left(I+L^{2}\right)^{-1}(A L+L A)$. To this end, we first collect the necessary manipulation rules. Define

$$
\begin{aligned}
& Q_{j}=(-1)^{j}\left(I+L^{2}\right)^{-1}\left(A^{j} L+(-1)^{j-1} L A^{j}\right), \\
& \widehat{Q}_{j}=(-1)^{j-1}\left(I+L^{2}\right)^{-1}\left(A^{j}+(-1)^{j} L A^{j} L\right),
\end{aligned}
$$

for $j=1,2,3$. In particular, $Q_{1}=Q$. Then, by Lemma 1.2.7, Lemma 1.2.5, and Lemma 1.2.6 (with $B=A, M=-L$ ), we observe

$$
Q_{1, t}=-\widehat{Q}_{3} Q_{1}, \quad Q_{j, x}=\widehat{Q}_{1} Q_{j}, \quad \widehat{Q}_{j, x}=(-1)^{j} Q_{1} Q_{j},
$$

and

$$
\widehat{Q}_{1} \widehat{Q}_{j}-(-1)^{j} Q_{1} Q_{j}=-\widehat{Q}_{j+1}, \quad \widehat{Q}_{1} Q_{j}+(-1)^{j} Q_{1} \widehat{Q}_{j}=-Q_{j+1} .
$$

Thus we find

$$
\begin{aligned}
Q_{1, x x} & =-Q_{1}^{3}+\widehat{Q}_{1}^{2} Q_{1}, \\
Q_{1, x x x} & =\widehat{Q}_{1}^{3} Q_{1}-2 \widehat{Q}_{1} Q_{1}^{3}-Q_{1} \widehat{Q}_{1} Q_{1}^{2}-2 Q_{1}^{2} \widehat{Q}_{1} Q_{1} .
\end{aligned}
$$

Finally, we insert the above relations to check

$$
\begin{aligned}
& Q_{1, x x x}+3\left(Q_{1, x} Q_{1}^{2}+Q_{1}^{2} Q_{1, x}\right)=\left(\widehat{Q}_{1}^{3}+\widehat{Q}_{1} Q_{1}^{2}-Q_{1} \widehat{Q}_{1} Q_{1}+Q_{1}^{2} \widehat{Q}_{1}\right) Q_{1} \\
& \quad=\left(\widehat{Q}_{1}\left(\widehat{Q}_{1}^{2}+Q_{1}^{2}\right)+Q_{1}\left(Q_{1} \widehat{Q}_{1}-\widehat{Q}_{1} Q_{1}\right)\right) Q_{1}=\left(-\widehat{Q}_{1} \widehat{Q}_{2}+Q_{1} Q_{2}\right) Q_{1}=\widehat{Q}_{3} Q_{1} \\
& \quad=-Q_{1, t}
\end{aligned}
$$

which shows that $Q_{1}=Q$ solves (1.60).
Here even the scalarization process in the simplified setting for endomorphisms (see Section 2.1.2) applies, and the reformulation in terms of determinants can be copied from the proof of Theorem 2.5.1.

Let us summarize the advantages of Proposition 2.6.1 and Proposition 2.6.2 compared to Theorem 2.2.1.
a) No growth condition for $x \rightarrow-\infty$ is assumed.
b) In Theorem 2.2 .1 we had to assume the solution to be regular on strips of the form $\mathbb{R} \times\left(t_{1}, t_{2}\right)$. Proposition 2.6.1 also comprises solutions with poles along real curves $\{p(x, t)=0\}$. From the mathematical point of view, solutions with controlled singularities can be interesting (see [19], [91]).

## Chapter 3

## Steps towards two-dimensional soliton equations

In this chapter we lay the ground for an operator theoretic investigation of the KP-I and KP-II equations. The KP equations are the most prominent soliton equations in two space dimensions. For analytic and geometric reasons they are harder than one-dimensional equations. Many basic questions are not completely understood and form a topic of recent research (see [2], [6], [15] [61], [86], and references therein).

Here we can obtain the corresponding operator equation as a straightforward generalization of the matrix KP equation, which is itself a topic of independent interest (see [21], [53], [86]). As for a solution corresponding to the one-soliton, there is a natural choice (3.12). From the very beginning it is quite clear that it should contain two operator-valued parameters $A, B$, corresponding to the fact that for line-solitons the velocities and the angles with the $x$-axis are determined by independent sets of parameters.

In our personal work, the main difficulty was to prove the solution property without constraints on $A, B$. In a joint article with B . Carl, we obtained the result under the additional assumption $[A, B]=0$ which in particular means that $A, B$ map between the same space. Then the verification of the solution property is a lengthy but straightforward calculation (confer Appendix C). Without $[A, B]=0$, the complexity explodes and seems to prevent further understanding. Nevertheless we got convinced of the truth of the general formula in discussions with A. Sakhnovich, who had in [86] discovered a related but different matrix solution with non-commuting parameters and had produced a proof by computer algebra.

Finally we succeeded in proving Theorem 3.2.1 without using computers. Our method to cut down the number of appearing terms dramatically consists in a systematic use of recursive relations, very close in spirit to those used for the AKNS system. Thereafter we follow the scalarization techniques familiar from Chapter 2 to obtain solution formulas in determinant form.

But then we will see that also solutions to the matrix KP can be extracted from the same operator solutions. To this end we consider solutions with values in the rank $n$ operators with fixed kernel (the matrix KP being viewed as a system in the $n \times n$-matrices) and descent via a natural multiplicative evaluation map.

Hirota's method is one of the most important direct approaches in soliton theory. It relies on the examination of bilinear versions of the soliton equations. In Proposition 3.5.1 we will see that the determinant appearing in our solution formula (3.33) even satisfies the bilinear KP equation. The proof will give us the occasion to study the Miura transformation on the operator-level. Since our argument is independent from what we have done before, we also obtain an alternative elegant proof of Theorem 3.3.4.

We will conclude the chapter with a preliminary discussion of first examples, focusing
on features which underline the difference to the one-dimensional case like line-solitons with parallel wavefront or identical shape. Perhaps the most interesting examples are resonant structures (so called Miles structures) which we obtain in a strikingly simple way. We plan to treat this in greater detail in a forthcoming publication.

### 3.1 The Kadomtsev-Petviashvili equations

The Kadomtsev-Petviashvili (KP) equation is one of the few soliton equations, which describe physical phenomena in two-dimensional space. It was introduced by Kadomtsev and Petviashvili [50] to discuss stability of one-dimensional solitons in a nonlinear media with weak dispersion.

There are several ways to write down the KP. Following [69], we shall use the system

$$
\begin{align*}
& u_{t}+6 u u_{x}+u_{x x x}=-3 \alpha^{2} w_{y},  \tag{3.1}\\
& u_{y}=w_{x}, \tag{3.2}
\end{align*}
$$

for $\alpha \in\{1, \mathrm{i}\}$. In the case $\alpha=\mathrm{i}$, the system (3.1), (3.2) is called KP-I, and KP-II for $\alpha=1$. In both cases the KP describes the propagation of shallow water waves. It depends on whether surface tension or gravitation dominates whether one arrives at KP-I or KP-II.

This is well reflected by certain peculiar solution classes. For the KP-II there are ordinary nonlinear superpositions of line-solitons (see [87], [102]), but also resonance phenomena are possible leading to waves with a tree shaped profile, the so-called Miles structures (see [61], [64], [70]). For the KP-I one can construct rational structures with particle character, the so-called lumps (see [4], [54]). Generically superpositions of lumps interact without phase-shift. But there is also weakly bound superposition, roughly comparable to negatons, which has recently aroused a lot of scientific interest. For results and further references the reader may consult [1], [2], [6], [36], [66], [76], [77].

For the sake of illustration, we mention the soliton solution. For both the KP-I and KP-II equations, it formally reads

$$
\begin{align*}
u(x, y, t)= & 2 \frac{\partial^{2}}{\partial x^{2}} \log (1+\ell(x, y, t))  \tag{3.3}\\
& \text { with } \ell(x, y, t)=\exp \left((a+b) x+\frac{1}{\alpha}\left(a^{2}-b^{2}\right) y-4\left(a^{3}+b^{3}\right) t\right)
\end{align*}
$$

where $a, b \in \mathbb{C}$ are complex parameters. In the case of the KP-II equation the soliton becomes real for $a, b \in \mathbb{R}$, and is called line-soliton. Rewriting (3.3),

$$
u(x, y, t)=\frac{(a+b)^{2}}{2} \cosh ^{-2}\left(\frac{1}{2}\left((a+b) x+\left(a^{2}-b^{2}\right) y-4\left(a^{3}+b^{3}\right) t\right)\right)
$$

one observes that the line-soliton is a bell shaped wave front of infinite length. The parameters $a, b$ characterize the height $(a+b)^{2} / 2$ of the wave front and its angle $\varphi$, $\tan \varphi=-(a-b)^{-1}$ to the $x$-axis.

### 3.2 Solution of the operator-valued KP

In this section we consider the non-abelian Kadomtsev-Petviashvili equation,

$$
\begin{align*}
& U_{t}+3\left\{U, U_{x}\right\}+U_{x x x}=-3 \alpha^{2} W_{y}-3 \alpha[U, W],  \tag{3.4}\\
& U_{y}=W_{x}, \tag{3.5}
\end{align*}
$$

where the two unknown functions $U=U(x, y, t), W=W(x, y, t)$ take values in the bounded operators $\mathcal{L}(F)$ on some Banach space $F$. As usual $\{\cdot, \cdot\}$ denotes the anticommutator, $[\cdot, \cdot]$ the commutator.

Restricted to finite square matrices, the above system is known as matrix KP and is a topic of independent research (see [21], [53], [86]). Our intention is to study (3.4), (3.5) on the operator level both for its own sake and as a tool for the investigation of the scalar case.

The additional term $-3 \alpha[U, W]$ in (3.4) can be motivated as follows. From [25], [102], we know that a Lax pair for the KP is

$$
\begin{align*}
L & =\frac{\partial^{2}}{\partial x^{2}}+\alpha \frac{\partial}{\partial y}+u  \tag{3.6}\\
B & =\frac{\partial}{\partial t}+4 \frac{\partial^{3}}{\partial x^{3}}+6 u \frac{\partial}{\partial x}+3 u_{x}-3 \alpha w \tag{3.7}
\end{align*}
$$

In other words, the scalar KP is obtained as the integrability condition $[L, B]=0$. If we calculate $[L, B]$ without the assumption that the terms $u, w$ in (3.6), (3.7) commute, we arrive at (3.4), (3.5). Note also that $-3 \alpha[U, W]$ is harmless with respect to scalarization because it is annihilated by multiplicative functionals.

The following theorem is the main result of this section. It states an explicit operatorvalued solution for the non-abelian KP (3.4), (3.5).

Theorem 3.2.1. Let $E, F$ be a Banach spaces, and $A \in \mathcal{L}(E), B \in \mathcal{L}(F)$ arbitrary constant operators.

Assume that $L=L(x, y, t) \in \mathcal{L}(F, E), M=M(x, y, t) \in \mathcal{L}(E, F)$ are operator-valued functions which are $C^{4}-$ smooth and solve the base equations

$$
\begin{array}{lll}
L_{x}=A L, & L_{y}=\frac{1}{\alpha} A^{2} L, & L_{t}=-4 A^{3} L \\
M_{x}=B M, & M_{y}=-\frac{1}{\alpha} B^{2} M, & M_{t}=-4 B^{3} M \tag{3.9}
\end{array}
$$

Then, on $\Omega=\left\{(x, y, t) \in \mathbb{R}^{3} \mid(I+L M)\right.$ is invertible $\}$, a solution of the non-abelian $K P$ (3.4), (3.5) is given by

$$
\begin{align*}
U & =2 V_{x}  \tag{3.10}\\
W & =2 V_{y} \tag{3.11}
\end{align*}
$$

where the operator-valued function $V=V(x, y, t) \in \mathcal{L}(F)$ is defined by

$$
\begin{equation*}
V=M(I+L M)^{-1}(A L+L B) \tag{3.12}
\end{equation*}
$$

For the sake of comparison, we provide a direct proof of Theorem 3.2.1 for the case that the parameter operators $A$ and $B$ commute in Appendix C. This gives us an opportunity to show a result which was stated without proof in an earlier publication (Proposition 5.1 in [18]). In the commutative case, Theorem 3.2.1 follows from a lengthy but straightforward calculation.

In contrast a direct approach seems to be out of discussion for the non-commutative case. The reader should compare this to [86], where a related result was proved by computer algebra. One of our motivations was to find structural reasons behind such formulas which seem to be hopelessly complicated at first sight.

The idea of our argument is motivated by the techniques we used in the treatment of the AKNS system, to get hands on iterations of operators. Roughly speaking, we try to condense the calculation by reduction to terms with accessible 'reproduction properties'.

At first we observe that we can reduce the complexity of the proof of Theorem 3.2.1 by transition to an integrated version of the operator KP equation (3.4), (3.5).

Lemma 3.2.2. If the operator-function $V=V(x, y, t) \in \mathcal{L}(F)$ is a solution of the integrated non-abelian $K P$,

$$
\begin{equation*}
\left(V_{t}+6\left(V_{x}\right)^{2}+V_{x x x}\right)_{x}=-3 \alpha^{2} V_{y y}-6 \alpha\left[V_{x}, V_{y}\right], \tag{3.13}
\end{equation*}
$$

then $U=2 V_{x}, W=2 V_{y}$ solve (3.4), (3.5).
Proof The proof is straightforward. Namely, by definition of $U$, $W$, we get

$$
\begin{aligned}
U_{t} & +3\left\{U, U_{x}\right\}+U_{x x x}=2\left(V_{t}+6\left(V_{x}\right)^{2}+V_{x x x}\right)_{x} \stackrel{(3.13)}{=}-6 \alpha^{2} V_{y y}-12 \alpha\left[V_{x}, V_{y}\right] \\
& =-3 \alpha^{2} W_{y}-3 \alpha[U, W]
\end{aligned}
$$

which is (3.4). (3.5) is obvious.
As a second preparation, we provide some tools for the manipulation with some operatorvalued functions.

Lemma 3.2.3. Let $E, F$ be Banach spaces and $L \in \mathcal{L}(F, E), M \in \mathcal{L}(E, F)$ arbitrary operators such that the inverses $(I+L M)^{-1},(I+M L)^{-1}$ exist. Then the following identities hold:

$$
\begin{align*}
(I+L M)^{-1} L & =L(I+M L)^{-1}  \tag{3.14}\\
M(I+L M)^{-1} L & =I-(I+M L)^{-1} \tag{3.15}
\end{align*}
$$

The correponding identities with the roles of $L, M$ exchanged hold, too.
Proof To verify (3.14), we use $L(I+M L)=(I+L M) L$ and multiply it by $(I+M L)^{-1}$ from the left and $(I+L M)^{-1}$ from the right. As a consequence,

$$
\begin{aligned}
M(I+L M)^{-1} L & =M L(I+M L)^{-1} \\
& =((I+M L)-I)(I+M L)^{-1} \\
& =I-(I+M L)^{-1}
\end{aligned}
$$

which is (3.15).
The next lemma furnishes the recursive identities which allow to cut down the proof of Theorem 3.2.1 to a reasonable size.

Lemma 3.2.4. Let $E, F$ be Banach spaces and $A \in \mathcal{L}(E), B \in \mathcal{L}(F)$ constant operators.
Let $L=L\left(x_{1}, x_{2}, \ldots\right) \in \mathcal{L}(F, E)$ and $M=M\left(x_{1}, x_{2}, \ldots\right) \in \mathcal{L}(E, F)$ be operator-valued functions, depending on infinitely many real variables $x_{j}, j \in \mathbb{N}$, which are differentiable with respect to $x_{j}$ for all $j$ and satisfy the base equations

$$
L_{x_{j}}=A^{j} L \quad \text { and } \quad M_{x_{j}}=-(-B)^{j} M \quad \text { for all } j \in \mathbb{N}
$$

and assume that $(I+L M),(I+M L)$ are always invertible.
Define, for $j \in \mathbb{N}$, the following operator-valued functions

$$
\begin{aligned}
V_{j} & =(I+L M)^{-1}\left(A^{j} L-L(-B)^{j}\right) & \widehat{V}_{j}=(I+L M)^{-1}\left(A^{j}+L(-B)^{j} M\right) \\
W_{j} & =(I+M L)^{-1}\left(-(-B)^{j} M+M A^{j}\right) & \widehat{W}_{j}=(I+M L)^{-1}\left(-(-B)^{j}-M A^{j} L\right)
\end{aligned}
$$

Then the following derivation rules hold for all $i, j \in \mathbb{N}$ :

$$
\begin{align*}
V_{j, x_{i}} & =\widehat{V}_{i} V_{j}  \tag{3.16}\\
\widehat{V}_{j, x_{i}} & =-V_{i} W_{j} \tag{3.17}
\end{align*}
$$

$$
\begin{align*}
W_{j, x_{i}} & =\widehat{W}_{i} W_{j},  \tag{3.18}\\
\widehat{W}_{j, x_{i}} & =-W_{i} V_{j} . \tag{3.19}
\end{align*}
$$

Moreover, the following identities hold for all $i, j \in \mathbb{N}$ :

$$
\begin{align*}
\widehat{V}_{i} V_{j}-V_{i} \widehat{W}_{j} & =V_{i+j},  \tag{3.20}\\
\widehat{V}_{i} \widehat{V}_{j}+V_{i} W_{j} & =\widehat{V}_{i+j},  \tag{3.21}\\
\widehat{W}_{i} W_{j}-W_{i} \widehat{V}_{j} & =-W_{i+j},  \tag{3.22}\\
\widehat{W}_{i} \widehat{W}_{j}+W_{i} V_{j} & =-\widehat{W}_{i+j} . \tag{3.23}
\end{align*}
$$

Of course, a version in three variables would be sufficient for our applications. But the use of infinitely many variables is notationally more convenient and shows better the recursive structure. Note also the structural similarity of Lemma 3.2.4 to the Lemmas 1.2.5, 1.2.6.

Proof We start with (3.16). Using Lemma 1.2.4 and the base equations, we obtain

$$
\begin{aligned}
V_{j, x_{i}}= & -(I+L M)^{-1}(L M)_{x_{i}}(I+L M)^{-1}\left(A^{j} L-L(-B)^{j}\right) \\
& \quad+(I+L M)^{-1}\left(A^{j} L-L(-B)^{j}\right)_{x_{i}} \\
= & -(I+L M)^{-1}\left(\left(A^{i} L-L(-B)^{i}\right) M\right)(I+L M)^{-1}\left(A^{j} L-L(-B)^{j}\right) \\
& \quad+(I+L M)^{-1} A^{i}\left(A^{j} L-L(-B)^{j}\right) \\
= & (I+L M)^{-1}\left(-\left(A^{i} L-L(-B)^{i}\right) M+A^{i}(I+L M)\right) V_{j} \\
= & (I+L M)^{-1}\left(A^{i}+L(-B)^{i} M\right) V_{j} \\
= & \widehat{V}_{i} V_{j}
\end{aligned}
$$

and, analogously,

$$
\begin{aligned}
\hat{V}_{j, x_{i}}= & -(I+L M)^{-1}(L M)_{x_{i}}(I+L M)^{-1}\left(A^{j}+L(-B)^{j} M\right) \\
& \quad+(I+L M)^{-1}\left(A^{j}+L(-B)^{j} M\right)_{x_{i}} \\
= & -(I+L M)^{-1}\left(\left(A^{i} L-L(-B)^{i}\right) M\right)(I+L M)^{-1}\left(A^{j}+L(-B)^{j} M\right) \\
& \quad+(I+L M)^{-1}\left(\left(A^{i} L-L(-B)^{i}\right)(-B)^{j} M\right) \\
= & V_{i}\left(-M(I+L M)^{-1}\left(A^{j}+L(-B)^{j} M\right)+(-B)^{j} M\right) \\
= & V_{i}(I+M L)^{-1}\left(-M\left(A^{j}+L(-B)^{j} M\right)+(I+M L)(-B)^{j} M\right) \\
= & V_{i}(I+M L)^{-1}\left(-\left(M A^{j}-(-B)^{j} M\right)\right) \\
= & -V_{i} W_{j},
\end{aligned}
$$

where we have used Lemma 3.2.3 for the fourth identity.
This shows (3.17). The identities (3.18), (3.19) follow by exchanging the roles of $L$ and $M, A^{j}$ and $-(-B)^{j}$.

Now we turn to (3.20). First we calculate

$$
(I+L M) \widehat{V}_{i} V_{j}=\left(A^{i}+L(-B)^{i} M\right)(I+L M)^{-1}\left(A^{j} L-L(-B)^{j}\right)
$$

$$
\begin{aligned}
=-L(-B)^{i} & \left(M(I+L M)^{-1} L\right)(-B)^{j}+A^{i}\left((I+L M)^{-1}\right) A^{j} L \\
& -A^{i}\left((I+L M)^{-1} L\right)(-B)^{j}+L(-B)^{i}\left(M(I+L M)^{-1}\right) A^{j} L .
\end{aligned}
$$

Next we apply Lemma 3.2 .3 to the large brackets in order to change $(I+L M)^{-1}$ into $(I+M L)^{-1}$ wherever it appears. We thus get

$$
\begin{aligned}
& (I+L M) \widehat{V}_{i} V_{j} \\
& =-L(-B)^{i}\left(I-(I+M L)^{-1}\right)(-B)^{j}+A^{i}\left(I-L(I+M L)^{-1} M\right) A^{j} L \\
& \quad \\
& \quad-A^{i}\left(L(I+M L)^{-1}\right)(-B)^{j}+L(-B)^{i}\left((I+M L)^{-1} M\right) A^{j} L \\
& = \\
& =\left(A^{i+j} L-L(-B)^{i+j}\right)-\left(A^{i} L-L(-B)^{i}\right)(I+M L)^{-1}\left((-B)^{j}+M A^{j} L\right) \\
& = \\
& (I+L M) V_{i+j}+(I+L M) V_{i} \widehat{W}_{j},
\end{aligned}
$$

which shows (3.20). Analogously, we get

$$
\begin{aligned}
& (I+L M) \widehat{V}_{i} \widehat{V}_{j}=\left(A^{i}+L(-B)^{i} M\right)(I+L M)^{-1}\left(A^{j}+L(-B)^{j} M\right) \\
& =L(-B)^{i}\left(M(I+L M)^{-1} L\right)(-B)^{j} M+A^{i}\left((I+L M)^{-1}\right) A^{j} \\
& +L(-B)^{i}\left(M(I+L M)^{-1}\right) A^{j}+A^{i}\left((I+L M)^{-1} L\right)(-B)^{j} M \\
& =L(-B)^{i}\left(I-(I+M L)^{-1}\right)(-B)^{j} M+A^{i}\left(I-L(I+M L)^{-1} M\right) A^{j} \\
& +L(-B)^{i}\left((I+M L)^{-1} M\right) A^{j}+A^{i}\left(L(I+M L)^{-1}\right)(-B)^{j} M \\
& =\left(A^{i+j}+L(-B)^{i+j} M\right)-\left(A^{i} L-L(-B)^{i}\right)(I+M L)^{-1}\left(M A^{j}-(-B)^{j} M\right) \\
& =(I+L M) \widehat{V}_{i+j}-(I+L M) V_{i} W_{j}
\end{aligned}
$$

and thus (3.21) holds.
As for (3.22), (3.23), we repeat the arguments above. Note that in this case we cannot exchange the roles of $A^{j}$ and $-(-B)^{j}$ because of the signs. We observe

$$
\begin{aligned}
& (I+M L) \widehat{W}_{i} W_{j}=-\left((-B)^{i}+M A^{i} L\right)(I+M L)^{-1}\left(M A^{j}-(-B)^{j} M\right) \\
& =(-B)^{i}\left((I+M L)^{-1}\right)(-B)^{j} M-M A^{i}\left(L(I+M L)^{-1} M\right) A^{j} \\
& \quad-(-B)^{i}\left((I+M L)^{-1} M\right) A^{j}+M A^{i}\left(L(I+M L)^{-1}\right)(-B)^{j} M \\
& =(-B)^{i}\left(I-M(I+L M)^{-1} L\right)(-B)^{j} M-M A^{i}\left(I-(I+L M)^{-1}\right) A^{j} \\
& \quad-(-B)^{i}\left(M(I+L M)^{-1}\right) A^{j}+M A^{i}\left((I+L M)^{-1} L\right)(-B)^{j} M \\
& =\left((-B)^{i+j} M-M A^{i+j}\right)+\left(M A^{i}-(-B)^{i} M\right)(I+L M)^{-1}\left(A^{j}+L(-B)^{j} M\right) \\
& = \\
& \quad-(I+M L) W_{i+j}+(I+M L) W_{i} \widehat{V}_{j},
\end{aligned}
$$

yielding (3.22), and (3.23) follows from

$$
\begin{aligned}
& (I+M L) \widehat{W}_{i} \widehat{W}_{j}=\left((-B)^{i}+M A^{i} L\right)(I+M L)^{-1}\left((-B)^{j}+M A^{j} L\right) \\
& =(-B)^{i}\left((I+M L)^{-1}\right)(-B)^{j}+M A^{i}\left(L(I+M L)^{-1} M\right) A^{j} L \\
& \quad+(-B)^{i}\left((I+M L)^{-1} M\right) A^{j} L+M A^{i}\left(L(I+M L)^{-1}\right)(-B)^{j}
\end{aligned}
$$

$$
\begin{aligned}
= & (-B)^{i}\left(I-M(I+L M)^{-1} L\right)(-B)^{j}+M A^{i}\left(I-(I+L M)^{-1}\right) A^{j} L \\
& \quad+(-B)^{i}\left(M(I+L M)^{-1}\right) A^{j} L+M A^{i}\left((I+L M)^{-1} L\right)(-B)^{j} \\
= & \left((-B)^{i+j}+M A^{i+j} L\right)-\left(M A^{i}-(-B)^{i} M\right)(I+L M)^{-1}\left(A^{j} L-L(-B)^{j}\right) \\
= & -(I+M L) \widehat{W}_{i+j}-(I+M L) W_{i} V_{j} .
\end{aligned}
$$

This completes the proof.
Now we are in position to give the proof of the main result of this section.
Proof (of Theorem 3.2.1) By Lemma 3.2.2 it suffices to show that

$$
V=M(I+L M)^{-1}(A L+L B)
$$

solves (3.13). To unify the calculations, we use the coordinate transformation

$$
\begin{equation*}
x_{1}=x, \quad x_{2}=\frac{1}{\alpha} y, \quad x_{3}=-4 t, \tag{3.24}
\end{equation*}
$$

under which the base equations (3.8), (3.9) become $L_{x_{i}}=A^{i} L$ and $M_{x_{i}}=-(-B)^{i} M$ for $i=1,2,3$. Then it remains to show that $V=V\left(x_{1}, x_{2}, x_{3}\right)$ solves

$$
\begin{equation*}
\left(V_{x_{1} x_{1} x_{1}}+6\left(V_{x_{1}}\right)^{2}-4 V_{x_{3}}\right)_{x_{1}}=-3 V_{x_{2} x_{2}}-6\left[V_{x_{1}}, V_{x_{2}}\right] . \tag{3.25}
\end{equation*}
$$

To start with the proof, we remark the connection between $V$ and the operator-functions used in Lemma 3.2.4. Namely, by Lemma 3.2.3,

$$
\begin{aligned}
V & =M(I+L M)^{-1}(A L+L B) \\
& =(I+M L)^{-1} M(A L+L B) \\
& =(I+M L)^{-1}((M A L-B)+(I+M L) B) \\
& =-\widehat{W}_{1}+B
\end{aligned}
$$

Note also that $V, V_{1}$ do not denote the same operator-function.
First we use Lemma 3.2.4 to calculate the derivatives of $V$. By (3.19), we get, for $j=1,2,3$,

$$
\begin{equation*}
V_{x_{j}}=-\widehat{W}_{1, x_{j}}=W_{j} V_{1} . \tag{3.26}
\end{equation*}
$$

Using again Lemma 3.2.4, namely (3.16), (3.18), and then (3.22), we find, for all $j \in \mathbb{N}$ and $i=1,2,3$,

$$
\begin{align*}
\left(W_{j} V_{1}\right)_{x_{i}} & =W_{j, x_{i}} V_{1}+W_{j} V_{1, x_{i}} \\
& =\left(\widehat{W}_{i} W_{j}+W_{j} \widehat{V}_{i}\right) V_{1} \\
& =-W_{i+j} V_{1}+\left(W_{i} \widehat{V}_{j}+W_{j} \widehat{V}_{i}\right) V_{1} . \tag{3.27}
\end{align*}
$$

In particular, for $j=1,2,3$,

$$
\begin{equation*}
V_{x_{j} x_{j}}=-W_{2 j} V_{1}+2 W_{j} \widehat{V}_{j} V_{1} . \tag{3.28}
\end{equation*}
$$

Next we calculate the derivatives of the operators in (3.27). Since we do only need higher derivatives with respect to the variable $x_{1}$, we restrict to this case. Starting from (3.16), (3.17), (3.18), we observe for $i, j \in \mathbb{N}$,

$$
\begin{aligned}
& \left(W_{i} \widehat{V}_{j} V_{1}\right)_{x_{1}}=W_{i, x_{1}} \widehat{V}_{j} V_{1}+W_{i} \widehat{V}_{j, x_{1}} V_{1}+W_{i} \widehat{V}_{j} V_{1, x_{1}} \\
& \quad=\left(\widehat{W}_{1} W_{i}\right) \widehat{V}_{j} V_{1}-W_{i} V_{1} W_{j} V_{1}+W_{i}\left(\widehat{V}_{j} \widehat{V}_{1}\right) V_{1}
\end{aligned}
$$

$$
\begin{aligned}
& =\left(W_{1} \widehat{V}_{i}-W_{i+1}\right) \widehat{V}_{j} V_{1}-W_{i} V_{1} W_{j} V_{1}+W_{i}\left(\widehat{V}_{j+1}-V_{j} W_{1}\right) V_{1} \\
& =\left(W_{i} \widehat{V}_{j+1}-W_{i+1} \widehat{V}_{j}\right) V_{1}+\left(W_{1}\left(\widehat{V}_{i} \widehat{V}_{j}\right)-W_{i} V_{1} W_{j}-W_{i} V_{j} W_{1}\right) V_{1} \\
& =\left(W_{i} \widehat{V}_{j+1}-W_{i+1} \widehat{V}_{j}+W_{1} \widehat{V}_{i+j}\right) V_{1}-\left(W_{1} V_{i} W_{j}+W_{i} V_{1} W_{j}+W_{i} V_{j} W_{1}\right) V_{1}
\end{aligned}
$$

where we have applied (3.21), (3.22) to the terms in the brackets of the second, and (3.21) to the term in the brackets of the fourth identity. In particular,

$$
\begin{aligned}
\left(W_{1} \widehat{V}_{1} V_{1}\right)_{x_{1}}= & -W_{2} \widehat{V}_{1} V_{1}+2 W_{1} \widehat{V}_{2} V_{1}-3 W_{1} V_{1} W_{1} V_{1}, \\
\left(W_{1} \widehat{V}_{2} V_{1}-W_{2} \widehat{V}_{1} V_{1}\right)_{x_{1}}= & \left(W_{1} \widehat{V}_{3}+W_{3} \widehat{V}_{1}\right) V_{1}-2 W_{2} \widehat{V}_{2} V_{1} \\
& +2\left(W_{2} V_{1} W_{1} V_{1}-W_{1} V_{1} W_{2} V_{1}\right) .
\end{aligned}
$$

Using (3.26), (3.28), we can rewrite those equations as

$$
\begin{align*}
\left(W_{1} \widehat{V}_{1} V_{1}\right)_{x_{1}} & =-W_{2} \widehat{V}_{1} V_{1}+2 W_{1} \widehat{V}_{2} V_{1}-3\left(V_{x_{1}}\right)^{2},  \tag{3.29}\\
\left(W_{1} \widehat{V}_{2} V_{1}-W_{2} \widehat{V}_{1} V_{1}\right)_{x_{1}} & =-W_{4} V_{1}+\left(W_{1} \widehat{V}_{3}+W_{3} \widehat{V}_{1}\right) V_{1}-V_{x_{2} x_{2}}-2\left[V_{x_{1}}, V_{x_{2}}\right] . \tag{3.30}
\end{align*}
$$

Now, starting from (3.28), and then applying (3.27), (3.29), we calculate

$$
\begin{aligned}
V_{x_{1} x_{1} x_{1}} & =-\left(W_{2} V_{1}\right)_{x_{1}}+2\left(W_{1} \widehat{V}_{1} V_{1}\right)_{x_{1}} \\
& =\left(W_{3} V_{1}-\left(W_{1} \widehat{V}_{2}+W_{2} \widehat{V}_{1}\right) V_{1}\right)-2\left(W_{2} \widehat{V}_{1} V_{1}-2 W_{1} \widehat{V}_{2} V_{1}+3\left(V_{x_{1}}\right)^{2}\right) \\
& =W_{3} V_{1}+3\left(W_{1} \widehat{V}_{2}-W_{2} \widehat{V}_{1}\right) V_{1}-6\left(V_{x_{1}}\right)^{2} .
\end{aligned}
$$

Therefore, taking also (3.26) into account, we obtain

$$
V_{x_{1} x_{1} x_{1}}+6\left(V_{x_{1}}\right)^{2}-4 V_{x_{3}}=-3 W_{3} V_{1}+3\left(W_{1} \hat{V}_{2}-W_{2} \hat{V}_{1}\right) V_{1},
$$

which finally, by (3.27) and (3.30), yields

$$
\begin{aligned}
& \left(V_{x_{1} x_{1} x_{1}}+6\left(V_{x_{1}}\right)^{2}-4 V_{x_{3}}\right)_{x_{1}}=-3\left(W_{3} V_{1}\right)_{x_{1}}+3\left(W_{1} \widehat{V}_{2} V_{1}-W_{2} \widehat{V}_{1} V_{1}\right)_{x_{1}} \\
& =-3\left(-W_{4} V_{1}+\left(W_{1} \widehat{V}_{3}+W_{3} \widehat{V}_{1}\right) V_{1}\right) \\
& \quad+3\left(-W_{4} V_{1}+\left(W_{1} \widehat{V}_{3}+W_{3} \widehat{V}_{1}\right) V_{1}-V_{x_{2} x_{2}}-2\left[V_{x_{1}}, V_{x_{2}}\right]\right) \\
& \quad=-3 V_{x_{2} x_{2}}-6\left[V_{x_{1}}, V_{x_{2}}\right] .
\end{aligned}
$$

Thus (3.25) is proved.

### 3.3 Derivation of solution formulas for the scalar KP

In this section the explicit solution of the operator-valued KP is used to construct solution formulas for the scalar KP.

### 3.3.1 The scalarization process

Let us briefly recall the idea for the scalarization process.
Starting from an operator-valued solution $U=U(x, y, t), W=W(x, y, t) \in \mathcal{L}(F)$ of the non-abelian KP equation (3.4), (3.5), application of a functional $\tau$ yields scalar functions $u=\tau(U), w=\tau(W)$. It is our purpose to obtain solutions of the scalar KP equation (3.1), (3.2) this way. Thus $\tau$ has to maintain the solution property. Since the KP equation is nonlinear, $\tau$ has to be multiplicative in a suitable sense.

The discussion in Chapter 2.1.2 motivates the following ansatz. Fix $a \in F^{\prime}$ and choose (i) $U, W \in \mathcal{S}_{a}(F)$, (ii) $\mathrm{ev}_{a}$ as the canonical functional on $\mathcal{S}_{a}(F)$. Then multiplicativity of $\mathrm{ev}_{a}$ on $\mathcal{S}_{a}(F)$ is assured by Proposition 2.1.3.

Pursuing this strategy, we end up with the following result.
Theorem 3.3.1. Let $F$ be a Banach space and $a \in F^{\prime}$ a constant functional.
If $V=V(x, y, t) \in \mathcal{S}_{a}(F)$ is a family of bounded operators such that $U=V_{x}, W=V_{y}$ solve the non-abelian KP equation (3.4), (3.5), then

$$
\begin{aligned}
u & =v_{x}, \\
w & =v_{y},
\end{aligned}
$$

where the function $v=v(x, y, t)$ is defined by

$$
v(x, y, t)=\operatorname{ev}_{a}(V(x, y, t))
$$

solve the scalar KP equation (3.1), (3.2).
Proof First observe that $V \in \mathcal{S}_{a}(F)$ implies $U, W \in \mathcal{S}_{a}(F)$. Thus, the non-abelian KP (3.4), (3.5) is an operator equation in the Banach algebra $\mathcal{S}_{a}(F)$. By Proposition 2.1.3, on this Banach algebra $\mathrm{ev}_{a}$ defines a multiplicative functional.

Application of $\mathrm{ev}_{a}$ to the non-abelian KP (3.4), (3.5) yields successively, by i) linearity, ii) multiplicativity, and iii) continuity,

$$
\begin{aligned}
0 & =\mathrm{ev}_{a}\left(U_{t}+3\left\{U, U_{x}\right\}+U_{x x x}+3 \alpha^{2} W_{y}+3 \alpha[U, W]\right) \\
& \stackrel{\text { i) }}{=} \mathrm{ev}_{a}\left(U_{t}\right)+3 \mathrm{ev}_{a}\left(\left\{U, U_{x}\right\}\right)+\mathrm{ev}_{a}\left(U_{x x x}\right)+3 \alpha^{2} \mathrm{ev}_{a}\left(W_{y}\right)+3 \alpha \mathrm{ev}_{a}([U, W]) \\
& \stackrel{\text { ii) }}{=} \mathrm{ev}_{a}\left(U_{t}\right)+3\left\{\mathrm{ev}_{a}(U), \mathrm{ev}_{a}\left(U_{x}\right)\right\}+\mathrm{ev}_{a}\left(U_{x x x}\right)+3 \alpha^{2} \mathrm{ev}_{a}\left(W_{y}\right)+3 \alpha\left[\mathrm{ev}_{a}(U), \mathrm{ev}_{a}(W)\right] \\
& =\mathrm{ev}_{a}\left(U_{t}\right)+6 \mathrm{ev}_{a}(U) \mathrm{ev}_{a}\left(U_{x}\right)+\mathrm{ev}_{a}\left(U_{x x x}\right)+3 \alpha^{2} \mathrm{ev}_{a}\left(W_{y}\right) \\
& \stackrel{\text { iii })}{=} \mathrm{ev}_{a}(U)_{t}+6 \mathrm{ev}_{a}(U) \mathrm{ev}_{a}(U)_{x}+\mathrm{ev}_{a}(U)_{x x x}+3 \alpha^{2} \mathrm{ev}_{a}(W)_{y} \\
& =u_{t}+6 u u_{x}+u_{x x x}+3 \alpha^{2} w_{y}
\end{aligned}
$$

with $u=\operatorname{ev}_{a}(U)=\operatorname{ev}_{a}\left(V_{x}\right)=\operatorname{ev}_{a}(V)_{x}=v_{x}, w=\operatorname{ev}_{a}(W)=\operatorname{ev}_{a}\left(V_{y}\right)=\operatorname{ev}_{a}(V)_{y}=v_{y}$. This shows (3.1), and (3.2) follows analogously.

There is a slightly different way to see Theorem 3.3 .1 by using duality directly. Although it is less economic, we will discuss it because it contains a clue for the scalarization leading to the matrix KP equation.

Since $V=V(x, y, t) \in \mathcal{S}_{a}(F)$, there is a vector function $c=c(x, y, t)$ such that $V=a \otimes c$. Consequently,

$$
U=a \otimes d, \quad W=a \otimes f
$$

with $d=c_{x}$ and $f=c_{y}$. By the calculation rules for one-dimensional operators (see Section 2.1.1) this means that the operator-valued KP equation reads

$$
\begin{aligned}
& a \otimes d_{t}+3\left(\left\langle d_{x}, a\right\rangle a \otimes d+\langle d, a\rangle a \otimes d_{x}\right)+a \otimes d_{x x x} \\
& \quad=-3 \alpha^{2} a \otimes f_{y}-3 \alpha(\langle f, a\rangle a \otimes d-\langle d, a\rangle a \otimes f), \\
& a \otimes f_{x}=a \otimes d_{y} .
\end{aligned}
$$

Take $c_{0} \in F$ such that $\left\langle c_{0}, a\right\rangle=1$. Applying the operator equation to $c_{0}$, we get the vector equation

$$
\begin{aligned}
& d_{t}+3\left(\left\langle d_{x}, a\right\rangle d+\langle d, a\rangle d_{x}\right)+d_{x x x}=-3 \alpha^{2} f_{y}-3 \alpha(\langle f, a\rangle d-\langle d, a\rangle f), \\
& f_{x}=d_{y} .
\end{aligned}
$$

Applying the functional $a$ again, end up with the scalar equation

$$
\begin{aligned}
& \left\langle d_{t}, a\right\rangle+6\langle d, a\rangle\left\langle d_{x}, a\right\rangle+\left\langle d_{x x x}, a\right\rangle=-3 \alpha^{2}\left\langle f_{y}, a\right\rangle, \\
& \left\langle f_{x}, a\right\rangle=\left\langle d_{y}, a\right\rangle .
\end{aligned}
$$

Since the functional $a$ is continuous, we can interchange the order of derivation and the application of $a$. Therefore, the functions $u=\langle d, a\rangle, w=\langle f, a\rangle$ solve the scalar KP equation (3.1), (3.2).

To complete the argument, observe $u=\langle d, a\rangle=\left\langle c_{x}, a\right\rangle=\langle c, a\rangle_{x}=v_{x}, w=\langle f, a\rangle=$ $\left\langle c_{y}, a\right\rangle=\langle c, a\rangle_{y}=v_{y}$, with $v=\langle c, a\rangle$.

### 3.3.2 Solution formulas in terms of determinants

Next we carry out the scalarization process for the concrete operator soliton derived in Theorem 3.2.1. Moreover, we follow the line of arguments of Chapter 2 to derive compact solution formulas in terms of determinants.

We start with the following result which we obtain by imposing appropriate conditions such that the operator soliton in Theorem 3.2.1 becomes one-dimensional.

Proposition 3.3.2. Let $E, F$ be Banach spaces and $A \in \mathcal{L}(E), B \in \mathcal{L}(F), D \in \mathcal{L}(E, F)$ arbitrary constant operators. Assume in addition that the constant operator $C \in \mathcal{L}(F, E)$ satisfies the one-dimensionality condition

$$
\begin{equation*}
A C+C B=a \otimes c \tag{3.31}
\end{equation*}
$$

for $0 \neq a \in F^{\prime}, c \in E$. Define the operator-functions

$$
\begin{aligned}
L(x, y, t)=\widehat{L}(x, y, t) C, & \widehat{L}(x, y, t)=\exp \left(A x+\frac{1}{\alpha} A^{2} y-4 A^{3} t\right) \\
M(x, y, t)=\widehat{M}(x, y, t) D, & \widehat{M}(x, y, t)=\exp \left(B x-\frac{1}{\alpha} B^{2} y-4 B^{3} t\right) .
\end{aligned}
$$

Then, on $\Omega=\{(x, y, t) \mid(I+L M)$ is invertible $\}$, a solution of the scalar KP equation (3.1), (3.2) is given by

$$
\begin{aligned}
u & =v_{x}, \\
w & =v_{y},
\end{aligned}
$$

where

$$
\begin{equation*}
v=2 \operatorname{tr}\left(M(I+L M)^{-1} \widehat{L}(a \otimes c)\right) . \tag{3.32}
\end{equation*}
$$

Remark 3.3.3. We want to emphasize that the one-dimensionality condition does not involve the operator $D$. Thus, the choice of $D$ is completely free!

Proof Obviously the operator functions $L=L(x, y, t) \in \mathcal{L}(F, E), M=M(x, y, t) \in$ $\mathcal{L}(E, F)$ solve the base equations in Theorem 3.3.1. Hence Theorem 3.2.1 provides us with the solution $U=V_{x}, W=V_{y}$ of the non-abelian KP equation (3.4), (3.5) on $\Omega$, where

$$
V=2 M(I+L M)^{-1}(A L+L B) .
$$

By (3.31),

$$
\begin{aligned}
V & =2 M(I+L M)^{-1} \widehat{L}(A C+C B) \\
& =2 M(I+L M)^{-1} \widehat{L}(a \otimes c) \\
& =a \otimes\left(2 M(I+L M)^{-1} \widehat{L} c\right)
\end{aligned}
$$

Thus $V(x, y, t)=a \otimes(\widehat{c}(x, y, t))$ with the vector function $\widehat{c}=2 M(I+L M)^{-1} \widehat{L} c \in F$. In particular, $V \in \mathcal{S}_{a}(F)$.

Now we are in the position to apply Theorem 3.3.1. This shows that on $\Omega$ a solution of the scalar KP equation (3.1), (3.2) is given by $u=v_{x}, w=v_{y}$ with

$$
\begin{aligned}
v & =\operatorname{ev}_{a}(a \otimes \widehat{\boldsymbol{c}})=\langle\widehat{c}, a\rangle=\operatorname{tr}(a \otimes \widehat{\boldsymbol{c}}) \\
& =\operatorname{tr}\left(a \otimes\left(2 M(I+L M)^{-1} \widehat{L} c\right)\right) \\
& =2 \operatorname{tr}\left(M(I+L M)^{-1} \widehat{L}(a \otimes c)\right) .
\end{aligned}
$$

This is the desired solution formula.
Our next aim is to improve the solution formula (3.32). Exploiting the theory of traces and determinants on quasi-Banach ideals, we can get rid of expressions containing inverse operators like $(I+L M)^{-1}$. The main result of the section is the following.
Theorem 3.3.4. Let $E, F$ be Banach spaces, and let $A \in \mathcal{L}(E), B \in \mathcal{L}(F), D \in \mathcal{L}(E, F)$ arbitrary constant operators.
a) Assume that the one-dimensionality condition (3.31) is satisfied with $C \in \mathcal{A}(F, E)$ and $0 \neq a \in F^{\prime}$, where $\mathcal{A}$ is an arbitrary quasi-Banach ideal admitting a continuous determinant $\delta$. Define

$$
\begin{aligned}
L(x, y, t) & =\widehat{L}(x, y, t) C, \quad \widehat{L}(x, y, t)=\exp \left(A x+\frac{1}{\alpha} A^{2} y-4 A^{3} t\right) \\
M(x, y, t) & =\widehat{M}(x, y, t) D, \quad \widehat{M}(x, y, t)=\exp \left(B x-\frac{1}{\alpha} B^{2} y-4 B^{3} t\right)
\end{aligned}
$$

Then, on $\Omega=\{(x, y, t) \mid \delta(I+L M) \neq 0\}$, a solution of the scalar $K P$ (3.1), (3.2) is given by

$$
\begin{aligned}
u & =v_{x}, \\
w & =v_{y},
\end{aligned}
$$

where

$$
\begin{equation*}
v=2 \frac{\partial}{\partial x} \log \delta(I+L M) \tag{3.33}
\end{equation*}
$$

b) If $0 \notin \operatorname{spec}(A)+\operatorname{spec}(B)$, then a) holds with $C=\Phi_{A, B}^{-1}(a \otimes c), a \neq 0$, and any p-Banach operator ideal $\mathcal{A}$ admitting a continuous determinant $\delta$.
Proof Recall that the solution $u$, $w$ of the KP in Proposition 3.3.2 is determined by the function $v$ given in (3.32). We show that $v$ can be written in the form (3.33).

To this end we denote by $\tau$ the trace on $\mathcal{A}$ which corresponds to the determinant $\delta$ according to the Trace-determinant theorem (confer Proposition B.2.11). Since all traces coincide on the ideal $\mathcal{F}$ of finite-rank operators, we have $\tau_{\mathcal{F}}=\mathrm{tr}$, and thus

$$
\begin{aligned}
v & =2 \operatorname{tr}\left(M(I+L M)^{-1} \widehat{L}(a \otimes c)\right) \\
& =2 \tau\left(M(I+L M)^{-1} \widehat{L}(a \otimes c)\right) \\
& =2 \tau\left(M(I+L M)^{-1}(A L+L B)\right) \\
& =2 \tau\left((I+L M)^{-1}(A L+L B) M\right),
\end{aligned}
$$

the latter by the trace property. By the base equations $L_{x}=A L, M_{x}=B M$, this shows

$$
v=2 \tau\left((I+L M)^{-1}(L M)_{x}\right)
$$

Since $C$, and thus $L M$, belongs to the quasi-Banach ideal $\mathcal{A}$ by assumption, we can exploit the differentiation rule for determinants on quasi-Banach ideals, see Proposition B.2.12, which yields

$$
v=2 \frac{\partial}{\partial x} \log \delta(I+L M) .
$$

Therefore, part a) is shown. Part b) is an immediate consequence of Proposition 2.3.4.

### 3.4 From the operator-valued to the matrix KP

As its scalar analogue, the matrix KP is a soliton equation, and one is interested in integrability techniques, Lax pairs, explicit solutions and so on. For results in this direction, we refer to [21], [53], [86].

In the present section we show that the operator-valued KP equation can be also used to construct solutions of the matrix KP.

We proceed as follows. First we provide the necessary algebraic tools. Then we extend the scalarization process to the matrix KP equation and carry it out for the operator soliton derived in Theorem 3.2.1. Finally we give some ameliorations of the solution formula.

### 3.4.1 Algebraic tools for the scalarization process to matrix-valued soliton equations

To start with, we introduce the vector space $\mathcal{S}_{a_{1}, \ldots, a_{n}}(E, F)$ consisting of all operators with range at most $n$ between the Banach spaces $E$ and $F$ whose behaviour is governed by the functionals $a_{1}, \ldots, a_{n} \in E^{\prime}$.

Definition 3.4.1. For linearly independent $a_{1}, \ldots, a_{n} \in E^{\prime}$, we define the vector space

$$
\mathcal{S}_{a_{1}, \ldots, a_{n}}(E, F)=\left\{\sum_{j=1}^{n} a_{j} \otimes y_{j} \mid y_{1}, \ldots, y_{n} \in F\right\} .
$$

and we write $\mathcal{S}_{a_{1}, \ldots, a_{n}}(E)$ instead of $\mathcal{S}_{a_{1}, \ldots, a_{n}}(E, E)$.
One could also introduce for some subspace $K \subset E$ of finite codimension $\mathcal{S}_{K}$ as the space of all $T \in \mathcal{L}(E, F)$ with $\operatorname{ker}(T) \supset K$. We have $\mathcal{S}_{K}(E, F)=\mathcal{S}_{a_{1}, \ldots, a_{m}}(E, F)$ iff $K=$ $\bigcap_{j=1}^{m} \operatorname{ker}\left(a_{j}\right)$ and $\operatorname{codim}(K)=m$. We prefer the less invariant notation $\mathcal{S}_{a_{1}, \ldots, a_{m}}(E, F)$ for notational convenience.

Lemma 3.4.2. Any $T \in \mathcal{S}_{a_{1}, \ldots, a_{n}}(E, F)$ has a unique representation $T=\sum_{j=1}^{n} a_{j} \otimes y_{j}$ with $y_{1}, \ldots, y_{n} \in F$.

Lemma 3.4.3. $\mathcal{S}_{a_{1}, \ldots, a_{n}}(E, F)$ is closed under multiplication from the left with operators in $\mathcal{L}(F)$. In particular, $\mathcal{S}_{a_{1}, \ldots, a_{n}}(E)$ is a left ideal in $\mathcal{L}(E)$.

Moreover, $\mathcal{S}_{a_{1}, \ldots, a_{n}}(E)$ is a Banach algebra.
Once $a_{1}, \ldots, a_{n}$ are given, there is a continuous linear map which naturally relates $n$ dimensional operators on a Banach space $E$ to $n \times n$-matrices with complex entries. Namely,
we define the map $\sigma: \mathcal{S}_{a_{1}, \ldots, a_{n}}(E) \rightarrow \mathcal{M}_{n, n}(\mathbb{C})$ by

$$
\begin{equation*}
\sigma\left(\sum_{j=1}^{n} a_{j} \otimes y_{j}\right)=\left(\operatorname{tr}\left(a_{i} \otimes y_{j}\right)\right)_{i, j=1}^{n} \tag{3.34}
\end{equation*}
$$

Of course $\sigma=\sigma_{a_{1}, \ldots, a_{n}}$. In the sequel we do not mention the dependence on the functionals $a_{1}, \ldots, a_{n}$ if it is clear from the context.
Proposition 3.4.4. On $\mathcal{S}_{a_{1}, \ldots, a_{n}}(E)$, the map $\sigma$ is an algebra homomorphism.
Proof It suffices to show multiplicativity. Let $T, S \in \mathcal{S}_{a_{1}, \ldots, a_{n}}(E)$ be operators governed by the same functionals $a_{1}, \ldots, a_{n} \in E^{\prime}$, where $T=\sum_{j=1}^{n} a_{j} \otimes y_{j}$ and $S=\sum_{j=1}^{n} a_{j} \otimes z_{j}$ with $y_{1}, \ldots, y_{n}$, and $z_{1}, \ldots, z_{n} \in E$. By the multiplication rule for one-dimensional operators,

$$
\begin{aligned}
\sigma(T S) & =\sigma\left(\sum_{k=1}^{n} a_{k} \otimes y_{k} \cdot \sum_{j=1}^{n} a_{j} \otimes z_{j}\right)=\sigma\left(\sum_{j=1}^{n} a_{j} \otimes\left(\sum_{k=1}^{n}\left\langle z_{j}, a_{k}\right\rangle y_{k}\right)\right) \\
& =\left(\operatorname{tr}\left(a_{i} \otimes\left(\sum_{k=1}^{n}\left\langle z_{j}, a_{k}\right\rangle y_{k}\right)\right)\right)_{i, j=1}^{n}=\left(\left\langle\sum_{k=1}^{n}\left\langle z_{j}, a_{k}\right\rangle y_{k}, a_{i}\right\rangle\right)_{i, j=1}^{n} \\
& =\left(\sum_{k=1}^{n}\left\langle y_{k}, a_{i}\right\rangle\left\langle z_{j}, a_{k}\right\rangle\right)_{i, j=1}^{n}=\left(\left\langle y_{j}, a_{i}\right\rangle\right)_{i, j=1}^{n}\left(\left\langle z_{j}, a_{i}\right\rangle\right)_{i, j=1}^{n} \\
& =\left(\operatorname{tr}\left(a_{i} \otimes y_{j}\right)\right)_{i, j=1}^{n}\left(\operatorname{tr}\left(a_{i} \otimes z_{j}\right)\right)_{i, j=1}^{n}=\sigma\left(\sum_{j=1}^{n} a_{j} \otimes y_{j}\right) \sigma\left(\sum_{j=1}^{n} a_{j} \otimes z_{j}\right) \\
& =\sigma(T) \sigma(S) .
\end{aligned}
$$

Lemma 3.4.5. Let $a_{1}, \ldots, a_{n} \in E^{\prime}$ and $\widehat{a}_{1}, \ldots, \widehat{a}_{n} \in E^{\prime}$ be two different sets of linearly independent functionals with $\mathcal{S}_{a_{1}, \ldots, a_{n}}(E)=\mathcal{S}_{\widehat{a}_{1}, \ldots, \widehat{a}_{n}}(E)$. Then the corresponding maps $\sigma$ and $\widehat{\sigma}$ are gauge equivalent.
Two maps $\phi, \psi: V \rightarrow \mathcal{M}_{n, n}(\mathbb{C})$ are called gauge equivalent iff there is an invertible $A \in \mathcal{M}_{n, n}(\mathbb{C})$ such that $\phi(v)=A^{-1} \psi(v) A$ for all $v \in V$.

Proof Since $\mathcal{S}_{a_{1}, \ldots, a_{n}}(E)=\mathcal{S}_{\widehat{a}_{1}, \ldots, \widehat{a}_{n}}(E)$, there are $\lambda_{j k} \in \mathbb{C}$ such that $\widehat{a}_{j}=\sum_{k=1}^{n} \lambda_{j k} a_{k}$, and we set $\Lambda=\left(\lambda_{j k}\right)_{j, k=1}^{n}$. Of course $\Lambda$ is invertible.

Now let $T \in \mathcal{S}_{a_{1}, \ldots, a_{n}}(E)=\mathcal{S}_{\widehat{a}_{1}, \ldots, \widehat{a}_{n}}(E)$ be given arbitrarily with its corresponding representations $T=\sum_{j=1}^{n} a_{j} \otimes y_{j}=\sum_{j=1}^{n} \widehat{a}_{j} \otimes \widehat{y}_{j}$. Then

$$
\sum_{j=1}^{n} \widehat{a}_{j} \otimes \widehat{y}_{j}=\sum_{j=1}^{n}\left(\sum_{k=1}^{n} \lambda_{j k} a_{k}\right) \otimes \widehat{y}_{j}=\sum_{k=1}^{n} a_{k} \otimes\left(\sum_{j=1}^{n} \lambda_{j k} \widehat{y}_{j}\right),
$$

and since the representation of $T$ in $\mathcal{S}_{a_{1}, \ldots, a_{n}}(E)$ is unique, $y_{k}=\sum_{j=1}^{n} \lambda_{j k} \widehat{y}_{j}$.
Therefore,

$$
\begin{aligned}
\widehat{\sigma}(T) \Lambda & =\left(\sum_{k=1}^{n} \operatorname{tr}\left(\widehat{a}_{i} \otimes \widehat{y}_{k}\right) \cdot \lambda_{k j}\right)_{i, j=1}^{n}=\left(\operatorname{tr}\left(\widehat{a}_{i} \otimes\left(\sum_{k=1}^{n} \lambda_{k j} \widehat{y}_{k}\right)\right)\right)_{i, j=1}^{n} \\
& =\left(\operatorname{tr}\left(\widehat{a}_{i} \otimes y_{j}\right)\right)_{i, j=1}^{n}=\left(\operatorname{tr}\left(\left(\sum_{k=1}^{n} \lambda_{i k} a_{k}\right) \otimes y_{j}\right)\right)_{i, j=1}^{n} \\
& =\left(\sum_{k=1}^{n} \lambda_{i k} \cdot \operatorname{tr}\left(a_{k} \otimes y_{j}\right)\right)_{i, j=1}^{n}=\Lambda \sigma(T)
\end{aligned}
$$

which shows the assertion.

### 3.4.2 Scalarization from a different point of view

Next we use the extended scalarization process to obtain solutions of the matrix KP equation. For fixed dimension $n \in \mathbb{N}$, this is the system

$$
\begin{align*}
& u_{t}+3\left\{u, u_{x}\right\}+u_{x x x}=-3 \alpha^{2} w_{y}-3 \alpha[u, w]  \tag{3.35}\\
& w_{x}=u_{y} \tag{3.36}
\end{align*}
$$

taking its values in $\mathcal{M}_{n, n}(\mathbb{C})$, the $n \times n$-matrices with complex entries.
In principle the scalarization process works as before. The only difference is that the solutions to be constructed are not scalar anymore but matrix-valued. This is taken into account if we use a map $\sigma$ taking its values in $\mathcal{M}_{n, n}(\mathbb{C})$ instead of a functional.

Our ansatz is analogous to the one for the scalar KP. Fix $a_{1}, \ldots, a_{n} \in F^{\prime}$ linearly independent and choose (i) $U, W \in \mathcal{S}_{a_{1}, \ldots, a_{n}}(F)$, (ii) $\sigma$ as the map from $\mathcal{S}_{a_{1}, \ldots, a_{n}}(F)$ to $\mathcal{M}_{n, n}(\mathbb{C})$. Since $\sigma$ is an algebra homomorphism by Proposition 3.4.4, multiplicativity of $\sigma$ on $\mathcal{S}_{a_{1}, \ldots, a_{n}}(F)$ is assured.

With this strategy we arrive at the following result.
Theorem 3.4.6. Let $F$ be a Banach space and $a_{1}, \ldots, a_{n} \in F^{\prime}$ constant, linearly independent functionals.

If $V=V(x, y, t) \in \mathcal{S}_{a_{1}, \ldots, a_{n}}(F)$ is a family of bounded operators such that $U=V_{x}$, $W=V_{y}$ solve the non-abelian KP equation (3.4), (3.5), then

$$
\begin{aligned}
u & =v_{x} \\
w & =v_{y}
\end{aligned}
$$

where the function $v=v(x, y t)$ is defined by

$$
v(x, y, t)=\sigma(V(x, y, t))
$$

solve the matrix KP equation (3.35), (3.36).
Proof Observe $U, W \in \mathcal{S}_{a_{1} \ldots, a_{n}}(F)$, because the same holds for $V$. Therefore we can read the non-abelian KP (3.4), (3.5) as an operator equation in the Banach algebra $\mathcal{S}_{a_{1}, \ldots, a_{n}}(F)$. Since $\sigma$ is an algebra homomorphism by Proposition 3.4.4, the proof of Theorem 3.3.1 can be carried over literally.

As in Section 3.3.1 we give a slightly different proof of Theorem 3.4.6. Its argument is quite instructive, since it in particular explains the concrete choice of the map $\sigma$ used for the extended scalarization process.

Since $V=V(x, y, t) \in \mathcal{S}_{a_{1}, \ldots, a_{n}}(F)$, there are vector-functions $c_{i}=c_{i}(x, y, t), i=$ $1, \ldots, n$, such that $V=\sum_{i=1}^{n} a_{i} \otimes c_{i}$. Hence,

$$
U=\sum_{i=1}^{n} a_{i} \otimes d_{i}, \quad W=\sum_{i=1}^{n} a_{i} \otimes f_{i}
$$

where $d_{i}=c_{i, x}, f_{i}=c_{i, y}$. Using the calculation rules for one-dimensional operators, see Section 2.1.1, the operator-valued KP equation reads

$$
\begin{aligned}
\sum_{i=1}^{n} a_{i} \otimes d_{i, t} & +3 \sum_{i=1}^{n} a_{i} \otimes\left(\sum_{k=1}^{n}\left(\left\langle d_{i, x}, a_{k}\right\rangle d_{k}+\left\langle d_{i}, a_{k}\right\rangle d_{k, x}\right)\right)+\sum_{i=1}^{n} a_{i} \otimes d_{i, x x x} \\
& =-3 \alpha^{2} \sum_{i=1}^{n} a_{i} \otimes f_{i, y}-3 \alpha \sum_{i=1}^{n} a_{i} \otimes\left(\sum_{k=1}^{n}\left(\left\langle f_{i}, a_{k}\right\rangle d_{k}-\left\langle d_{i}, a_{k}\right\rangle f_{k}\right)\right)
\end{aligned}
$$

$$
\sum_{i=1}^{n} a_{i} \otimes f_{i, x}=\sum_{i=1}^{n} a_{i} \otimes d_{i, y}
$$

There exist vectors $c_{j, 0} \in E$ such that $\left\langle c_{j, 0}, a_{i}\right\rangle=\delta_{i j}, i, j=1, \ldots, n$. If we now apply the operator KP to $c_{j, 0}, j=1, \ldots, n$, we obtain the vector equations

$$
\begin{aligned}
& d_{j, t}+3 \sum_{k=1}^{n}\left(\left\langle d_{j, x}, a_{k}\right\rangle d_{k}+\left\langle d_{j}, a_{k}\right\rangle d_{k, x}\right)+d_{j, x x x} \\
& =-3 \alpha^{2} f_{j, y}-3 \alpha \sum_{k=1}^{n}\left(\left\langle f_{j}, a_{k}\right\rangle d_{k}-\left\langle d_{j}, a_{k}\right\rangle f_{k}\right) \\
& f_{j, x}=d_{j, y}
\end{aligned}
$$

$j=1, \ldots, n$, and application of the functional $a_{i}, i=1, \ldots, n$, to these vector equations yields the scalar system

$$
\begin{aligned}
& \left\langle d_{j, t}, a_{i}\right\rangle+3 \sum_{k=1}^{n}\left(\left\langle d_{j, x}, a_{k}\right\rangle\left\langle d_{k}, a_{i}\right\rangle+\left\langle d_{j}, a_{k}\right\rangle\left\langle d_{k, x}, a_{i}\right\rangle\right)+\left\langle d_{j, x x x}, a_{i}\right\rangle \\
& \quad=-3 \alpha^{2}\left\langle f_{j, y}, a_{i}\right\rangle-3 \alpha \sum_{k=1}^{n}\left(\left\langle f_{j}, a_{k}\right\rangle\left\langle d_{k}, a_{i}\right\rangle-\left\langle d_{j}, a_{k}\right\rangle\left\langle f_{k}, a_{i}\right\rangle\right) \\
& \left\langle f_{j, x}, a_{i}\right\rangle=\left\langle d_{j, y}, a_{i}\right\rangle
\end{aligned}
$$

$i, j=1 \ldots, n$.
Since the functional $a_{i}$ is continuous, we can interchange the order of derivation with the application of $a_{i}$. As a consequence, we have shown the following system for the functions $u_{i j}=\left\langle d_{j}, a_{i}\right\rangle, w_{i j}=\left\langle f_{j}, a_{i}\right\rangle, i, j=1, \ldots, n$,

$$
\begin{aligned}
& \left(u_{i j}\right)_{t}+3 \sum_{k=1}^{n}\left(\left(u_{k j}\right)_{x} u_{i k}+u_{k j}\left(u_{i k}\right)_{x}\right)+\left(u_{i j}\right)_{x x x}= \\
& =-3 \alpha^{2}\left(w_{i j}\right)_{y}-3 \alpha \sum_{k=1}^{n}\left(w_{k j} u_{i k}-u_{k j} w_{i k}\right) \\
& \left(w_{i j}\right)_{x}=\left(u_{i j}\right)_{y}
\end{aligned}
$$

which is the matrix KP equation in its component form. In other words, $u=\left(u_{i j}\right)_{i, j=1}^{n}$, $w=\left(w_{i j}\right)_{i, j=1}^{n}$ solve the matrix KP equation (3.35), (3.36).

Finally note that

$$
\begin{aligned}
u & =\left(\left\langle d_{j}, a_{i}\right\rangle\right)_{i, j=1}^{n}=\left(\left\langle c_{j, x}, a_{i}\right\rangle\right)_{i, j=1}^{n}=\left(\left(\left\langle c_{j}, a_{i}\right\rangle\right)_{i, j=1}^{n}\right)_{x}=v_{x} \\
w & =\left(\left\langle f_{j}, a_{i}\right\rangle\right)_{i, j=1}^{n}=\left(\left\langle c_{j, y}, a_{i}\right\rangle\right)_{i, j=1}^{n}=\left(\left(\left\langle c_{j}, a_{i}\right\rangle\right)_{i, j=1}^{n}\right)_{y}=v_{y}
\end{aligned}
$$

for

$$
v=\left(\left\langle c_{j}, a_{i}\right\rangle\right)_{i, j=1}^{n}=\left(\operatorname{tr}\left(a_{i} \otimes c_{j}\right)\right)_{i, j=1}^{n}=\sigma\left(\sum_{i=1}^{n} a_{i} \otimes c_{i}\right)=\sigma(V)
$$

This completes the alternative proof of Theorem 3.4.6.

### 3.4.3 Resulting solution formulas

In the sequel we carry out the scalarization process for the concrete operator soliton in Theorem 3.2.1. Moreover, we derive an ameliorated solution formula which is formulated in terms of determinants.

As result a result of scalarization we obtain the following proposition.
Proposition 3.4.7. Let $E, F$ be Banach spaces and $A \in \mathcal{L}(E), B \in \mathcal{L}(F), D \in \mathcal{L}(E, F)$ arbitrary constant operators. Moreover, assume that the constant operator $C \in \mathcal{L}(F, E)$ satisfies the $n$-dimensionality condition

$$
\begin{equation*}
A C+C B=\sum_{j=1}^{n} a_{j} \otimes c_{j} \tag{3.37}
\end{equation*}
$$

for $a_{1}, \ldots, a_{n} \in F^{\prime}$ linearly independent and $c_{1}, \ldots, c_{n} \in E$. Define the operator-functions

$$
\begin{aligned}
L(x, y, t)=\widehat{L}(x, y, t) C, & \widehat{L}(x, y, t)=\exp \left(A x+\frac{1}{\alpha} A^{2} y-4 A^{3} t\right), \\
M(x, y, t)=\widehat{M}(x, y, t) D, & \widehat{M}(x, y, t)=\exp \left(B x-\frac{1}{\alpha} B^{2} y-4 B^{3} t\right) .
\end{aligned}
$$

Then, on $\Omega=\{(x, y, t) \mid(I+L M)$ is invertible $\}$, a solution of the matrix $K P$ equation (3.35), (3.36) is given by

$$
\begin{aligned}
u & =v_{x}, \\
w & =v_{y},
\end{aligned}
$$

where

$$
\begin{equation*}
v=2\left(\operatorname{tr}\left(M(I+L M)^{-1} \widehat{L}\left(a_{i} \otimes c_{j}\right)\right)\right)_{i, j=1}^{n} \tag{3.38}
\end{equation*}
$$

Remark 3.4.8. Again we stress that the operator $D$ can be chosen without any restriction.
Proof Obviously the operator functions $L=L(x, y, t) \in \mathcal{L}(F, E), M=M(x, y, t) \in$ $\mathcal{L}(E, F)$ solve the base equations in Theorem 3.2.1. Hence Theorem 3.2.1 provides us with the solution $U=V_{x}, W=V_{y}$ of the non-abelian KP equation (3.4), (3.5) on $\Omega$, where

$$
V=2 M(I+L M)^{-1}(A L+L B)
$$

By (3.37),

$$
\begin{aligned}
V & =2 M(I+L M)^{-1} \widehat{L}(A C+C B) \\
& =2 M(I+L M)^{-1} \widehat{L}\left(\sum_{j=1}^{n} a_{j} \otimes c_{j}\right) \\
& =\sum_{j=1}^{n} a_{j} \otimes\left(2 M(I+L M)^{-1} \widehat{L} c_{j}\right) .
\end{aligned}
$$

Thus $V(x, y, t)=\sum_{j=1}^{n} a_{j} \otimes\left(\widehat{c}_{j}(x, y, t)\right)$ with vector functions $\widehat{c}_{j}=2 M(I+L M)^{-1} \widehat{L} c_{j} \in$ $F$. In particular, $V \in \mathcal{S}_{a_{1}, \ldots, a_{n}}(F)$.

Now we are in the position to apply Theorem 3.4.6. This shows that on $\Omega$ a solution of the matrix KP equation (3.35), (3.36) is given by $u=v_{x}, w=v_{y}$ with

$$
\begin{aligned}
v & =\sigma\left(\sum_{j=1}^{n} a_{j} \otimes \widehat{\boldsymbol{c}}_{j}\right)=\left(\operatorname{tr}\left(a_{i} \otimes \widehat{\boldsymbol{c}}_{j}\right)\right)_{i, j=1}^{n} \\
& =\left(\operatorname{tr}\left(a_{i} \otimes\left(2 M(I+L M)^{-1} \widehat{L} c_{j}\right)\right)\right)_{i, j=1}^{n} \\
& =2\left(\operatorname{tr}\left(M(I+L M)^{-1} \widehat{L}\left(a_{i} \otimes c_{j}\right)\right)\right)_{i, j=1}^{n} .
\end{aligned}
$$

This is the desired solution formula.

Again the next step is to gain a solution formula which avoids the calculation of the inverse operator $(I+L M)^{-1}$. The resulting formulas, which are stated in the next theorem, have a similar structure as those for the AKNS system in Theorem 2.3.7.
Theorem 3.4.9. Let $E, F$ be Banach spaces, and let $A \in \mathcal{L}(E), B \in \mathcal{L}(F), D \in \mathcal{L}(F, E)$ arbitrary constant operators.
a) Assume that the $n$-dimensionality condition (3.37) is satisfied with $C \in \mathcal{A}(E, F)$ and linearly independent $a_{1}, \ldots, a_{n} \in F^{\prime}$, where $\mathcal{A}$ is an arbitrary quasi-Banach ideal admitting a continuous determinant $\delta$. Define

$$
\begin{aligned}
L(x, y, t)=\widehat{L}(x, y, t) C, & \widehat{L}(x, y, t)=\exp \left(A x+\frac{1}{\alpha} A^{2} y-4 A^{3} t\right) \\
M(x, y, t) & =\widehat{M}(x, y, t) D,
\end{aligned} \widehat{M}(x, y, t)=\exp \left(B x-\frac{1}{\alpha} B^{2} y-4 B^{3} t\right) .
$$

Then, on $\Omega=\{(x, y, t) \mid(I+L M)$ is invertible $\}$, a solution of the matrix KP (3.35), (3.36) is given by

$$
\begin{aligned}
u & =v_{x} \\
w & =v_{y}
\end{aligned}
$$

where

$$
\begin{equation*}
v=2\left(1-\frac{\delta\left(I+L M-\widehat{L}\left(a_{i} \otimes c_{j}\right) M\right)}{\delta(I+L M)}\right)_{i, j=1}^{n} \tag{3.39}
\end{equation*}
$$

b) If $0 \notin \operatorname{spec}(A)+\operatorname{spec}(B)$, then a) holds with $C=\Phi_{A, B}^{-1}\left(\sum_{j=1}^{n} a_{j} \otimes c_{j}\right)$, linearly independent $a_{1}, \ldots, a_{n} \in F^{\prime}$, and any p-Banach operator ideal $\mathcal{A}$ admitting a continuous determinant $\delta$.

Proof Recall that the solution $u, w$ of the matrix KP in Proposition 3.4.7 are determined in terms of the matrix-valued function $v$ given in (3.38). We show that $v$ can be rewritten in the form (3.39).

To this end we denote by $\tau$ the trace on $\mathcal{A}$ which corresponds to the determinant $\delta$ according to the Trace-determinant theorem (see Proposition B.2.11). Since all traces coincide on the ideal $\mathcal{F}$ of finite-rank operators, we have $\tau \mathcal{F}=\operatorname{tr}$ and hence

$$
\begin{aligned}
v & =2\left(\operatorname{tr}\left(M(I+L M)^{-1} \widehat{L}\left(a_{i} \otimes c_{j}\right)\right)\right)_{i, j=1}^{n} \\
& =2\left(\tau\left(M(I+L M)^{-1} \widehat{L}\left(a_{i} \otimes c_{j}\right)\right)\right)_{i, j=1}^{n} \\
& =2\left(1-\delta\left(I-M(I+L M)^{-1} \widehat{L}\left(a_{i} \otimes c_{j}\right)\right)\right)_{i, j=1}^{n}
\end{aligned}
$$

where the latter identity follows by the common relation $\delta(I+T)=1+\tau(T)$ for onedimensional operators $T$. Using the refomulation

$$
\begin{aligned}
& \delta\left(I-M(I+L M)^{-1} \widehat{L}\left(a_{i} \otimes c_{j}\right)\right)=\delta\left(I-(I+L M)^{-1} \widehat{L}\left(a_{i} \otimes c_{j}\right) M\right) \\
& \quad=\delta\left((I+L M)^{-1}\left(I+L M-\widehat{L}\left(a_{i} \otimes c_{j}\right) M\right)\right) \\
& \quad=\frac{\delta\left(I+L M-\widehat{L}\left(a_{i} \otimes c_{j}\right) M\right)}{\delta(I+L M)}
\end{aligned}
$$

part a) is shown. Part b) is an immediate consequence of Proposition 2.3.4.
It is remarkable that for the (usual) trace of the solution of the matrix KP a comparable smooth formula holds as for the solutions of the scalar KP.

Proposition 3.4.10. If the requirements of Theorem 3.4.9 a) are met, then for the (usual) trace of the solution given in (3.39), it holds

$$
\operatorname{tr}(v)=2 \frac{\partial}{\partial x} \log \delta(I+L M)
$$

Proof We start from the representation of $v$ given in (3.38),

$$
v=2\left(\operatorname{tr}\left(M(I+L M)^{-1} \widehat{L}\left(a_{i} \otimes c_{j}\right)\right)\right)_{i, j=1}^{n}
$$

For the trace of the solution $v$ of the matrix KP, calculated in its usual way, applying successively the $n$-dimensionality condition (3.37), the trace property, and the base equations $L_{x}=A L, M_{x}=B M$, we obtain

$$
\begin{aligned}
\operatorname{tr}(v) & =2 \sum_{j=1}^{n} \operatorname{tr}\left(M(I+L M)^{-1} \widehat{L}\left(a_{j} \otimes \boldsymbol{c}_{j}\right)\right) \\
& =2 \operatorname{tr}\left(M(I+L M)^{-1} \widehat{L} \sum_{j=1}^{n} a_{j} \otimes \boldsymbol{c}_{j}\right) \\
& =2 \operatorname{tr}\left(M(I+L M)^{-1} \widehat{L}(A C+C B)\right) \\
& =2 \operatorname{tr}\left(M(I+L M)^{-1}(A L+L B)\right) \\
& =2 \operatorname{tr}\left((I+L M)^{-1}(A L+L B) M\right) \\
& =2 \operatorname{tr}\left((I+L M)^{-1}(L M)_{x}\right) .
\end{aligned}
$$

Let us again denote by $\tau$ the trace on $\mathcal{A}$ corresponding to the determinant $\delta$. Since on the finite-rank operators $\tau$ coincides with tr , we have

$$
\begin{aligned}
\operatorname{tr}(v) & =2 \tau\left((1+L M)^{-1}(L M)_{x}\right) \\
& =2 \frac{\partial}{\partial x} \log \delta(1+L M),
\end{aligned}
$$

the latter following from Proposition B.2.12 (note that $L M$ belongs to $\mathcal{A}$ because $C$ does). This is the assertion.

### 3.5 Some remarks concerning Hirota's bilinear equation and Miura transformations

In the present section we prove that the solution formula in Theorem 3.3.4 even provides a solution of the bilinear KP equation. For convenience, we briefly recall Hirota's formalism for the KP. Then we state our result. The basic idea of the proof is to avoid a direct operator-valued treatment of Hirota's equation, but to reformulate it first in terms of the Miura transformation. Then we observe that the Miura transformation translates nicely to the operator level together with a good deal of its crucial properties. This will rather smoothly lead to the desired result.

In soliton theory, Hirota's bilinear method has proved to be a powerful technique for finding explicit solutions (see the classical references [46], [47] and also [68]). Starting from a soliton equation the main idea is, roughly speaking, to develop it into a bilinear equation,
i.e., a differential equation in twice as many variables as before, and to look at the restriction to the diagonal. The latter can be investigated by perturbation methods.

For the KP equation, the bilinear form was derived in [87]. It reads

$$
\begin{equation*}
\left(D_{1}^{4}-4 D_{1,3}^{2}+3 D_{2}^{2}\right)(p \cdot p)=0 . \tag{3.40}
\end{equation*}
$$

For a multiindex $\alpha=\left(\alpha_{1}, \ldots, \alpha_{k}\right), \alpha_{j} \in\{1,2,3\}$, and two functions $p, q$ we define the Hirota derivative

$$
D_{\alpha}^{k}(p \cdot q)(x)=\left.\left[\left(\frac{\partial}{\partial x_{\alpha_{1}}}-\frac{\partial}{\partial \xi_{\alpha_{1}}}\right) \ldots\left(\frac{\partial}{\partial x_{\alpha_{k}}}-\frac{\partial}{\partial \xi_{\alpha_{k}}}\right) p(x) q(\xi)\right]\right|_{x=\xi}
$$

for $x=\left(x_{1}, x_{2}, x_{3}\right), \xi=\left(\xi_{1}, \xi_{2}, \xi_{3}\right)$. The right side is defined on the diagonal in $\mathbb{R}_{x}^{3} \times \mathbb{R}_{\xi}^{3}$ which is in the obvious way parametrized by $x \in \mathbb{R}_{x}^{3}$. If $\alpha=(j, \ldots, j)$, we simply write $D_{j}^{k}$.

Symmetry implies many useful identities for the Hirota derivatives (see [48]). For example one readily sees that $D_{j}^{k}(p \cdot p)$ vanishes identically if $k$ is odd, whereas $D_{j}^{k}(p \cdot p)$ is in general nontrivial for even $k$.

The dependent variable transformation $u=\partial_{x_{1}}^{2} \log p$ leads to the KP equation in a slightly different form as the one used up to now, namely

$$
\begin{equation*}
u_{x_{3}}-\frac{1}{4} u_{x_{1} x_{1} x_{1}}-3 u u_{x_{1}}=\frac{3}{4} \int_{-\infty}^{x_{1}} u_{x_{2} x_{2}} d \xi_{1} \tag{3.41}
\end{equation*}
$$

where appropriate boundary conditions have to be imposed for $x \rightarrow-\infty$.
By the coordinate transformation $x=x_{1}, y=\alpha x_{2}$, and $t=-x_{3} / 4$, rescaling $v=2 u$ and differentiating once, we arrive at

$$
\left(v_{t}+v_{x x x}+6 v v_{x}\right)_{x}=-3 \alpha^{2} v_{y y},
$$

the scalar version of (3.13), which obviously provides solutions of (3.1), (3.2). In the sequel we focus on (3.41), which is the common form with respect to the bilinear formalism.

Proposition 3.5.1. Let $E, F$ be Banach spaces and $A \in \mathcal{L}(E), B \in \mathcal{L}(F)$ arbitrary constant operators.

If $L=L\left(x_{1}, x_{2}, x_{3}\right) \in \mathcal{A}(F, E), M=M\left(x_{1}, x_{2}, x_{3}\right) \in \mathcal{A}(E, F)$, for $\mathcal{A}$ a quasi-Banach operator ideal admitting a continuous determinant $\delta$, are operator-valued $C^{4}$-smooth functions, satisfy the base equations

$$
\begin{array}{lll}
L_{x_{1}}=A L, & L_{x_{2}}=A^{2} L, & L_{x_{3}}=A^{3} L \\
M_{x_{1}}=B M, & M_{x_{2}}=-B^{2} M, & M_{x_{3}}=B^{3} M,
\end{array}
$$

and the condition

$$
\begin{equation*}
(A L+L B) P=(A L+L B) \tag{3.42}
\end{equation*}
$$

holds for a constant, one-dimensional projector $P \in \mathcal{L}(F)$, then a solution of the bilinear form (3.40) of the KP equation is given by

$$
p=\delta(I+L M)
$$

Before we give the proof, we show that the bilinear KP equation (3.40) is intimately linked with Miura type transformations. Writing out (3.40) explicitly, we obtain becomes

$$
\left(p_{x_{1} x_{1} x_{1} x_{1}} p-4 p_{x_{1} x_{1} x_{1}} p_{x_{1}}+3 p_{x_{1} x_{1}}^{2}\right)+3\left(p_{x_{2} x_{2}} p-p_{x_{2}}^{2}\right)-4\left(p_{x_{1} x_{3}} p-p_{x_{1}} p_{x_{3}}\right)=0,
$$

or, at points where $p\left(x_{1}, x_{2}, x_{3}\right) \neq 0$,

$$
\begin{equation*}
\left(\frac{p_{x_{1} x_{1} x_{1} x_{1}}}{p}-4 \frac{p_{x_{1} x_{3}}}{p}+3 \frac{p_{x_{2} x_{2}}}{p}\right)+3\left(\left(\frac{p_{x_{1} x_{1}}}{p}\right)^{2}-\left(\frac{p_{x_{2}}}{p}\right)^{2}\right)-4\left(\frac{p_{x_{1} x_{1} x_{1}}}{p}-\frac{p_{x_{3}}}{p}\right) \frac{p_{x_{1}}}{p}=0 . \tag{3.43}
\end{equation*}
$$

Define $w_{j}=p_{x_{j}} / p$. There is a systematic way to express (3.43) in terms of the $w_{j}$ 's and Miura-type transformations of the $w_{j}$ 's. Namely, if we denote by $M_{j}$ the Miura-type transformation given by

$$
M_{j}(f)=f_{x_{j}}+w_{j} f
$$

then, taking logarithmic derivatives, it is easy to verify the following properties:

$$
\begin{aligned}
\frac{p_{x_{j} x_{i}}}{p} & =M_{j}\left(w_{i}\right)=M_{i}\left(w_{j}\right), \quad i, j=1,2,3, \\
\frac{\partial_{x_{1}}^{n+1} p}{p} & =M_{1}^{n}\left(w_{1}\right), \quad n \in \mathbb{N}_{0} .
\end{aligned}
$$

Using these properties, (3.43) becomes

$$
\begin{equation*}
\left(M_{1}^{3}\left(w_{1}\right)-4 M_{3}\left(w_{1}\right)+3 M_{2}\left(w_{2}\right)\right)+3\left(\left(M_{1}\left(w_{1}\right)\right)^{2}-\left(w_{2}\right)^{2}\right)-4\left(M_{1}^{2}\left(w_{1}\right)-w_{3}\right) w_{1}=0 \tag{3.44}
\end{equation*}
$$

We want to point out that (3.44) can also be viewed as a reformulation of (3.43) in terms of the $w_{j}$ 's and their derivatives. Indeed, evaluating the Miura-type transforms in (3.44) we end up with

$$
\begin{equation*}
w_{1, x_{1} x_{1} x_{1}}+6 w_{1, x_{1}}^{2}-4 w_{3, x_{1}}+3 w_{2, x_{2}}=0 \tag{3.45}
\end{equation*}
$$

In the sequel we extend this reasoning to the operator-level. To this end, we first define operator-valued analogues of the Miura-type transformations, discuss their properties, and solve the operator pendant (3.46) of (3.44).

Proposition 3.5.2. Let $E, F$ be Banach spaces, and $A \in \mathcal{L}(E), B \in \mathcal{L}(F)$ arbitrary constant operators. Assume that $L=L\left(x_{1}, x_{2}, x_{3}\right) \in \mathcal{L}(F, E), M=M\left(x_{1}, x_{2}, x_{3}\right) \in \mathcal{L}(E, F)$, are operator-valued functions satisfying the base equations

$$
\begin{array}{lll}
L_{x_{1}}=A L, & L_{x_{2}}=A^{2} L, & L_{x_{3}}=A^{3} L \\
M_{x_{1}}=B M, & M_{x_{2}}=-B^{2} M, & M_{x_{3}}=B^{3} M
\end{array}
$$

and assume that $(I+L M)$ is always invertible.
For $n \in \mathbb{N}$, define the operator-valued functions

$$
Z_{n}=(I+M L)^{-1}\left(M A^{n} L+(-B)^{n}\right),
$$

and, for $j=1,2,3$, the operator-valued Miura-type transform $M_{j}$ as the map from $\mathcal{L}(F)$ to $\mathcal{L}(F)$ given by

$$
M_{j}(W)=W_{x_{j}}+Z_{j} W \quad \text { for } \quad W \in \mathcal{L}(F)
$$

Then,

$$
M_{j}\left(Z_{n}\right)=Z_{n+j}
$$

for all $j=1,2,3$ and all $n \in \mathbb{N}$.

Proof In the notation of Lemma 3.2.4 we have $Z_{n}=-\widehat{W}_{n}$. Thus, by the definition of the Miura-type transformation, a successive application of the lemma yields

$$
M_{j}\left(Z_{n}\right)=Z_{n, x_{j}}+Z_{j} Z_{n}=-\widehat{W}_{n, x_{j}}+\widehat{W}_{j} \widehat{W}_{n}=W_{j} V_{n}+\widehat{W}_{j} \widehat{W}_{n}=-\widehat{W}_{n+j}=Z_{n+j},
$$

what had to be shown.

Corollary 3.5.3. Let the requirements of Proposition 3.5.2 be met. Then,

$$
Z_{i, x_{j}}-Z_{j, x_{i}}=\left[Z_{i}, Z_{j}\right]
$$

for $i, j=1,2,3$.
Proof By the definition of the Miura-type transformation, we have

$$
Z_{i, x_{j}}-Z_{j, x_{i}}=\left(M_{j}\left(Z_{i}\right)-Z_{j} Z_{i}\right)-\left(M_{i}\left(Z_{j}\right)-Z_{i} Z_{j}\right)=\left[Z_{i}, Z_{j}\right],
$$

the latter by Lemma 3.5.2.
Next we solve the operator-valued pendant of (3.44).
Proposition 3.5.4. Let the requirements of Proposition 3.5.2 be met. Then the operatorfunctions $Z_{1}, Z_{2}, Z_{3}$ solve the operator equation

$$
\begin{equation*}
\left(M_{1}^{3}\left(Z_{1}\right)-4 M_{3}\left(Z_{1}\right)+3 M_{2}\left(Z_{2}\right)\right)+3\left(\left(M_{1}\left(Z_{1}\right)\right)^{2}-\left(Z_{2}\right)^{2}\right)-4\left(M_{1}^{2}\left(Z_{1}\right)-Z_{3}\right) Z_{1}=0 \tag{3.46}
\end{equation*}
$$

Proof Successive application of Lemma 3.5.2 to each of the terms in the large brackets shows that all respective terms vanish. The assertion follows.

Evaluating the Miura-type transformations in (3.46) yields an operator-valued pendant of (3.45).

Lemma 3.5.5. The operator equation (3.46) in Proposition 3.5.4 is equivalent to

$$
\begin{equation*}
Z_{1, x_{1} x_{1} x_{1}}+6\left(Z_{1, x_{1}}\right)^{2}-4 Z_{1, x_{3}}+3 Z_{2, x_{2}}=-3\left[Z_{1}, Z_{1, x_{2}}\right] . \tag{3.47}
\end{equation*}
$$

In the proof of Theorem 3.2.1 we have shown that the operator function $V=-\widehat{W}_{1}+B$ solves (3.25), where $-\widehat{W}_{1}=Z_{1}$ in the notation of Lemma 3.5.5. Thus the above lemma states that even an integrated version of (3.25) holds on the operator-level.

Proof Recall $M_{2}\left(Z_{2}\right)-\left(Z_{2}\right)^{2}=Z_{2, x_{2}}, M_{3}\left(Z_{1}\right)-Z_{3} Z_{1}=Z_{1, x_{3}}$, by the definition of the respective Miura-type transformations. Moreover, we observe for iterated applications of the Miura-type transformation $M_{1}$ to $Z_{1}$,

$$
\begin{aligned}
M_{1}\left(Z_{1}\right)= & Z_{1, x_{1}}+Z_{1}^{2}, \\
M_{1}^{2}\left(Z_{1}\right)= & Z_{1, x_{1} x_{1}}+Z_{1, x_{1}} Z_{1}+2 Z_{1} Z_{1, x_{1}}+Z_{1}^{3} \\
M_{1}^{3}\left(Z_{1}\right)= & Z_{1, x_{1} x_{1} x_{1} Z_{1}}+Z_{1, x_{1} x_{1}}+31 Z_{1, x_{1} x_{1}}+3 Z_{1, x_{1}}^{2} \\
& \quad+Z_{1, x_{1}} Z_{1}^{2}+2 Z_{1} Z_{1, x_{1}} Z_{1}+3 Z_{1}^{2} Z_{1, x_{1}}+Z_{1}^{4} .
\end{aligned}
$$

By a straightforward calculation, these identities yield

$$
Z_{1, x_{1} x_{1} x_{1}}+6\left(Z_{1, x_{1}}\right)^{2}-4 Z_{1, x_{3}}+3 Z_{2, x_{2}}=-3\left[Z_{1}, Z_{1, x_{1} x_{1}}+2 Z_{1} Z_{\left.1, x_{1}\right]}\right] .
$$

Next, expressing reversely derivatives by Miura-type transformations and applying Lemma 3.5.2 again, we get

$$
\begin{aligned}
& Z_{1, x_{1} x_{1}}+2 Z_{1} Z_{1, x_{1}}=M_{1}^{2}\left(Z_{1}\right)-Z_{1, x_{1}} Z_{1}-Z_{1}^{3}=M_{1}^{2}\left(Z_{1}\right)-M_{1}\left(Z_{1}\right) Z_{1} \\
& \quad=Z_{3}-Z_{2} Z_{1}=M_{2}\left(Z_{1}\right)-Z_{2} Z_{1}=Z_{1, x_{2}}
\end{aligned}
$$

which shows the desired reformulation.

In the next lemma we establish the link from solutions of operator equation (3.47) to (scalar) solutions of the bilinear form (3.40).

Lemma 3.5.6. Let the assumptions of Proposition 3.5.1 be met and denote by $\tau$ the trace which corresponds to the determinant $\delta$ on $\mathcal{A}$. Then, for $j=1,2,3$,

$$
\frac{\partial}{\partial x_{j}} \log p=\tau\left(Z_{j}-(-B)^{j}\right)
$$

Proof Using successively Proposition B.2.12, the base equations in Proposition 3.5.1, the trace property, and Lemma 3.2.3, we get

$$
\begin{aligned}
\frac{\partial}{\partial x_{j}} p & =\frac{(\delta(I+L M))_{x_{j}}}{\delta(I+L M)} \\
& =\tau\left((I+L M)^{-1}(L M)_{x_{j}}\right) \\
& =\tau\left((I+L M)^{-1}\left(\left(A^{j} L-L(-B)^{j}\right) M\right)\right) \\
& =\tau\left(M(I+L M)^{-1}\left(A^{j} L-L(-B)^{j}\right)\right) \\
& =\tau\left((I+M L)^{-1} M\left(A^{j} L-L(-B)^{j}\right)\right) \\
& =\tau\left((I+M L)^{-1}\left(M A^{j} L-(1+M L)(-B)^{j}+(-B)^{j}\right)\right) \\
& =\tau\left(Z_{j}-(-B)^{j}\right)
\end{aligned}
$$

which is the assertion.

Now we are prepared for the proof of Proposition 3.5.1.
Proof (of Proposition 3.5.1) We have to show that $p=\delta(I+L M)$ is a solution of the bilinear KP equation (3.40). To this end set

$$
w_{j}=\frac{\partial}{\partial x_{j}} \log p
$$

By Lemma 3.5.6, $w_{j}=\tau\left(W_{j}\right)$, where $W_{j}=Z_{j}-(-B)^{j}$. Moreover, since the trace $\tau$ is continuous, we have

$$
w_{j, x_{i}}=\tau\left(W_{j}\right)_{x_{i}}=\tau\left(W_{j, x_{i}}\right)=\tau\left(Z_{j, x_{i}}\right)
$$

and corresponding identities hold for higher order derivatives of $w_{j}$. Next we note that, because

$$
W_{1}=(I+M L)^{-1} M(A L+L B)
$$

(3.42) guarantees $W_{1} P=W_{1}$. Therefore $Z_{1, x_{1}} P=W_{1, x_{1}} P=W_{1, x_{1}}=Z_{1, x_{1}}$ as well, and, as a consequence,

$$
\begin{aligned}
\tau\left(\left(Z_{1, x_{1}}\right)^{2}\right) & =\tau\left(\left(Z_{1, x_{1}} P\right)^{2}\right)=\tau\left(\left(Z_{1, x_{1}} P^{2}\right)^{2}\right) \\
& =\tau\left(Z_{1, x_{1}} P^{2} Z_{1, x_{1}} P^{2}\right)=\tau\left(\left(P Z_{1, x_{1}} P\right)\left(P Z_{1, x_{1}} P\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\tau\left(P Z_{1, x_{1}} P\right) \tau\left(P Z_{1, x_{1}} P\right) \\
& =\left(\tau\left(Z_{1, x_{1}} P^{2}\right)\right)^{2}=\left(\tau\left(Z_{1, x_{1}} P\right)\right)^{2}=\left(\tau\left(Z_{1, x_{1}}\right)\right)^{2} .
\end{aligned}
$$

This means that the trace $\tau$ is multiplicative on $Z_{1, x_{1}}$. Furthermore, we obviously have $\tau\left(\left[Z_{1}, Z_{1, x_{2}}\right]\right)=0$.

With these preparations, we now proceed as follows. By Lemma 3.5.5, $Z_{1}$ solves (3.47). Now we apply the trace $\tau$ and use that it is linear, continuous, and multiplicative on $Z_{1, x_{1}}$ to observe that $w_{j}$ satisfies (3.45).

It remains to check that the line of argument which led from (3.43) to (3.45) can be reversed with $w_{j}=p_{x_{j}} / p$. This shows that $p$ solves the bilinear KP equation (3.40) on $\Omega=\left\{\left(x_{1}, x_{2}, x_{3}\right) \mid p=0\right\}$. Since $p$ is real-analytic, the theorem follows

### 3.6 Line-solitons and Miles structures

In this section we discuss a first application of our solution formula. Taking the operatorvalued parameters $A, B$ simply as diagonal matrices of the same size, and $D=I$, we obtain the $N$-line-solitons of the KP-II equation. We discuss regularity, include some special features often neglected in the literature, and provide computer graphics for illustration. Furthermore, we explain how Miles structures fit into the picture.

We start with the proof that, for finite-dimensional parameters $A \in \mathcal{M}_{n, n}(\mathbb{C})$ and $B \in \mathcal{M}_{m, m}(\mathbb{C})$, the essential data of the generated solution is encoded in the Jordan canonical form of $A, B$.

Lemma 3.6.1. Let $A \in \mathcal{M}_{n, n}(\mathbb{C}), B \in \mathcal{M}_{m, m}(\mathbb{C})$, and let $U$, $V$ be matrices transforming $A, B$ into Jordan canonical form $J_{A}$, $J_{B}$, respectively, i.e., $A=U^{-1} J_{A} U, B=V^{-1} J_{B} V$.

Then the solution in Theorem 3.3.4 b) is not altered if we replace simultaneously $A, B$ by $J_{A}, J_{B}$, the matrix $D$ by $V D U^{-1}$, and the vectors a, $c$ by $\left(V^{-1}\right)^{\prime} a, U c$.

Proof Recall that we are in the finite-dimensional setting ( $E=\mathbb{C}^{n}, F=\mathbb{C}^{m}$ ). It is sufficient to verify that the asserted replacements do not change the determinant $p=$ $\operatorname{det}(I+L M)$ in Theorem 3.3.4.

From the very definition of the exponential function, it is easy to check that, for the functions $\widehat{L}, \widehat{M}$ as defined in Theorem 3.3.4, it holds

$$
\begin{aligned}
\widehat{L}=U^{-1} J_{\widehat{L}} U & \text { for } J_{\widehat{L}}=\exp \left(J_{A} x+\frac{1}{\alpha} J_{A}^{2} y-4 J_{A}^{3} t\right) \\
\widehat{M}=V^{-1} J_{\widehat{M}} V & \text { for } J_{\widehat{M}}=\exp \left(J_{B} x-\frac{1}{\alpha} J_{A}^{2} y-4 J_{A}^{3} t\right)
\end{aligned}
$$

Abbreviating $C=\Phi_{A, B}^{-1}(a \otimes c)$, from $a \otimes c=A C+C B=U^{-1}\left(J_{A}\left(U C V^{-1}\right)+\left(U C V^{-1}\right) J_{B}\right) V$ we next observe

$$
\begin{equation*}
U C V^{-1}=\Phi_{J_{A}, J_{B}}^{-1}\left(U(a \otimes c) V^{-1}\right)=\Phi_{J_{A}, J_{B}}^{-1}\left(\left(\left(V^{-1}\right)^{\prime} a\right) \otimes(U c)\right) . \tag{3.48}
\end{equation*}
$$

As a consequence,

$$
\begin{aligned}
p & =\operatorname{det}(I+\widehat{L} C \widehat{M} D)=\operatorname{det}\left(I+\left(U^{-1} J_{\widehat{L}} U\right) C\left(V^{-1} J_{\widehat{M}} V\right) D\right) \\
& =\operatorname{det}\left(I+J_{\widehat{L}}\left(U C V^{-1}\right) J_{\widehat{M}}\left(V D U^{-1}\right)\right)
\end{aligned}
$$

which, by (3.48), shows the assertion.
Next we derive the formal $N$-soliton solution for both the KP (i.e., both the KP-I and KP-II) equation.

Proposition 3.6.2. For complex numbers $p_{j}, q_{j}, j=1, \ldots, N$, satisfying $p_{i}+q_{j} \neq 0 \forall i, j$, a solution of the KP equation (3.1), (3.2) on $\Omega=\{(x, y, t) \mid p(x, y, t) \neq 0\}$ is given by

$$
\begin{aligned}
u & =v_{x}, \\
w & =v_{y},
\end{aligned}
$$

with $v=2 \frac{\partial}{\partial x} \log p$, where

$$
\begin{equation*}
p(x, y, t)=1+\sum_{n=1}^{N} \sum_{i_{1}<\ldots<i_{n}} \prod_{j=1}^{n} f_{i_{j}}(x, y, t) \prod_{\substack{j, j^{\prime}=1 \\ j<j^{\prime}}}^{n} \frac{\left(p_{i_{j}}-p_{i_{j}}\right)\left(q_{i_{j}}-q_{i_{j}}\right)}{\left(p_{i_{j}}+q_{i_{j^{\prime}}}\right)\left(q_{i_{j}}+p_{i_{j^{\prime}}}\right)} \tag{3.49}
\end{equation*}
$$

and $f_{j}(x, y, t)=\exp \left(\left(p_{j}+q_{j}\right) x+\frac{1}{\alpha}\left(p_{j}^{2}-q_{j}^{2}\right) y-4\left(p_{j}^{3}+q_{j}^{3}\right) t+\varphi_{j}\right)$ with arbitrary (complex) constants $\varphi_{j}$.

Proof Consider the diagonal matrices $A, B \in \mathcal{M}_{N, N}(\mathbb{C})$ given by

$$
A=\left(\begin{array}{ccc}
p_{1} & & 0 \\
& \ddots & \\
0 & & p_{N}
\end{array}\right), \quad B=\left(\begin{array}{ccc}
q_{1} & & 0 \\
& \ddots & \\
0 & & q_{N}
\end{array}\right)
$$

where $p_{j}, q_{j} \in \mathbb{C}$ with $p_{i}+q_{j} \neq 0$ for all $i, j=1, \ldots, N$.
Our aim is to apply Theorem 3.3 .4 b ). To this end, we need the following preparations:
(i) Given $a, c \in \mathbb{C}^{N}$, a solution of the coupling condition $A C+C B=a \otimes c$ is given by the matrix

$$
C=\left(\frac{a_{j} c_{i}}{p_{i}+q_{j}}\right)_{i, j=1}^{N}
$$

(ii) The matrix exponential function

$$
\widehat{L}(x, y, t)=\exp \left(A x+\frac{1}{\alpha} A^{2} y-4 A^{3} t\right)
$$

is again a diagonal matrix with the entries $\ell_{j}=\ell_{j}(x, y, t)=\exp \left(p_{j} x+\frac{1}{\alpha} p_{j}^{2} y-4 p_{j}^{3} t\right)$ on its diagonal, and an analogous statement holds for

$$
\widehat{M}(x, y, t)=\exp \left(B x-\frac{1}{\alpha} B^{2} y-4 B^{3} t\right)
$$

The coupling condition in (i) is easily verified by

$$
\begin{aligned}
& \left.<(A C+B C) e_{j}, e_{i}>=<A C e_{j}, e_{i}>+<C B e_{j}, e_{i}\right\rangle \\
& \left.\quad=<C e_{j}, A^{\prime} e_{i}>+<C B e_{j}, e_{i}>=<C e_{j}, p_{i} e_{i}\right\rangle+\left\langle C q_{j} e_{j}, e_{i}\right\rangle \\
& =\left(p_{i}+q_{j}\right)<C e_{j}, e_{i}>=a_{j} c_{i} \\
& =<(a \otimes c) e_{j}, e_{i}>.
\end{aligned}
$$

As for (ii) we observe that for any diagonal matrix $T=\operatorname{diag}\left\{t_{j} \mid j=1, \ldots, N\right\}$ the $n$-th power can be taken entry by entry, i.e., $T^{n}=\operatorname{diag}\left\{t_{j}^{n} \mid j=1, \ldots, N\right\}$. Thus (ii) follows directly from the definition of exponential function as a power series.

Now we are in position to apply Theorem 3.3.4 b). With $D=I$, we thus obtain a solution of the KP equation (3.1), (3.2) by

$$
u=v_{x}, \quad w=v_{y}
$$

with $v=2 \frac{\partial}{\partial x} \log p$, where $p=\operatorname{det}(I+\widehat{L} C \widehat{M})$.

Using the well known expansion rule for determinants (confer Lemma 4.1.6), we can evaluate $p$ explicitly. Namely, by (i), (ii), we find

$$
\begin{aligned}
p & =\operatorname{det}\left(\delta_{i j}+\frac{a_{j} c_{i}}{p_{i}+q_{j}} \ell_{i} m_{j}\right)_{i, j=1}^{N} \\
& =1+\sum_{n=1}^{N} \sum_{i_{1}<\ldots<i_{n}} \operatorname{det}\left(\frac{a_{i_{j^{\prime}}} c_{i_{j}}}{p_{i_{j}}+q_{i_{j^{\prime}}}} \ell_{i_{j}} m_{i_{j^{\prime}}}\right)_{j, j^{\prime}=1}^{n} \\
& =1+\sum_{n=1}^{N} \sum_{i_{1}<\ldots<i_{n}} \prod_{j=1}^{n} a_{i_{j}} c_{i_{j}} \cdot m_{i_{j}} \ell_{i_{j}} \cdot \operatorname{det}\left(\frac{1}{p_{i_{j}}+q_{i_{j^{\prime}}}}\right)_{j, j^{\prime}=1}^{n} \\
& =1+\sum_{n=1}^{N} \sum_{i_{1}<\ldots<i_{n}} \prod_{j=1}^{n} \frac{a_{i_{j}} c_{i_{j}}}{p_{i_{j}}+q_{i_{j}}} m_{i_{j}} \ell_{i_{j}} \prod_{\substack{j, j^{\prime}=1 \\
j<j^{\prime}}}^{n} \frac{\left(p_{i_{j}}-p_{i_{j^{\prime}}}\right)\left(q_{i_{j}}-q_{i_{j^{\prime}}}\right)}{\left(p_{i_{j}}+q_{i_{j^{\prime}}}\right)\left(q_{i_{j}}+p_{\left.i_{j^{\prime}}\right)}\right)},
\end{aligned}
$$

where the last identity goes back to a remark of Cauchy (see [20], p. 151-159, [78], VII, $\S 1$, Nr. 3 and Lemma 6.1.2).

To complete the proof, it remains to rewrite the expressions $\frac{a_{j} c_{j}}{p_{j}+q_{j}} \ell_{j} m_{j}=f_{j}$.
For convenience we show that the solution derived in Proposition 3.6.2 coincides with the representation of the $N$-solitons as given by [87]. Since there probably are some misprints in this version, we here refer to the representation in [47]. It reads

$$
\begin{aligned}
u= & \partial_{x}^{2} \log f_{N} \\
f_{N}= & \sum_{\mu=0,1} \exp \left(\sum_{i=1}^{N} \mu_{i} \eta_{i}+\sum_{\substack{i, j=1 \\
i<j}}^{N} \mu_{i} \mu_{j} A_{i j}\right) \quad \begin{array}{l}
\text { the sum runs over all } \mu=\left(\mu_{1}, \ldots, \mu_{N}\right) \\
\text { with } \mu_{i} \in\{0,1\}
\end{array} \\
& \eta_{i}=\kappa_{i} x+\lambda_{i} y-\omega_{i} t+\eta_{i}^{(0)} \\
& \exp \left(A_{i j}\right)=-\frac{\left(\kappa_{i}-\kappa_{j}\right)^{4}+3 \alpha^{2}\left(\lambda_{i}-\lambda_{j}\right)^{2}-\left(\kappa_{i}-\kappa_{j}\right)\left(\omega_{i}-\omega_{j}\right)}{\left(\kappa_{i}+\kappa_{j}\right)^{4}+3 \alpha^{2}\left(\lambda_{i}+\lambda_{j}\right)^{2}-\left(\kappa_{i}+\kappa_{j}\right)\left(\omega_{i}+\omega_{j}\right)}
\end{aligned}
$$

and the dispersion relation $\kappa_{i}^{4}+3 \alpha^{2} \lambda_{i}^{2}-\kappa_{i} \omega_{i}=0$ holds.
To see that this equals our formula, take $\kappa_{i}=p_{i}+q_{i}$ and $\lambda_{i}=\left(p_{i}^{2}-q_{i}^{2}\right) / \alpha$. Then the dispersion relation shows $\omega_{i}=4\left(p_{i}^{3}+q_{i}^{3}\right)$, hence $m_{i} \ell_{i}=\exp \left(\eta_{i}\right)$. After some calculations,

$$
\exp \left(A_{i j}\right)=\frac{\left(\kappa_{i}-\kappa_{j}\right)^{2}-\alpha^{2}\left(\lambda_{i} / \kappa_{i}-\lambda_{j} / \kappa_{j}\right)^{2}}{\left(\kappa_{i}+\kappa_{j}\right)^{2}-\alpha^{2}\left(\lambda_{i} / \kappa_{i}-\lambda_{j} / \kappa_{j}\right)^{2}}=\frac{\left(p_{i}-p_{j}\right)\left(q_{i}-q_{j}\right)}{\left(p_{i}+q_{j}\right)\left(p_{j}+q_{i}\right)}
$$

Thus Proposition 3.6.2 indeed describes the $N$-soliton solution for the KP equation.

We now come to line-solitons which are regular, real-valued solutions of the KP-II equation (i.e., in the case $\alpha=1$ ).

Proposition 3.6.3. Let $p_{j}, q_{j} \in \mathbb{R}$ for $j=1, \ldots, N$, and assume that for all $i \neq j$ one of the following conditions is satisfied:
(i) $-q_{i}<-q_{j}<p_{j}<p_{i}$,
(ii) $-q_{i}<p_{i}<-q_{j}<p_{j}$.

Then a real-valued solution of the KP-II equation (3.1), (3.2) with $\alpha=1$ is given by
$u=v_{x}$,
$w=v_{y}$,
with $v=2 \frac{\partial}{\partial x} \log p$, where

$$
\begin{equation*}
p(x, y, t)=1+\sum_{n=1}^{N} \sum_{i_{1}<\ldots<i_{n}} \prod_{j=1}^{n} f_{i_{j}}(x, y, t) \prod_{\substack{j, j^{\prime}=1 \\ j<j^{\prime}}}^{n} \frac{\left(p_{i_{j}}-p_{i_{j^{\prime}}}\right)\left(q_{i_{j}}-q_{i_{j^{\prime}}}\right)}{\left(p_{i_{j}}+q_{i_{j^{\prime}}}\right)\left(q_{i_{j}}+p_{i_{j^{\prime}}}\right)} \tag{3.50}
\end{equation*}
$$

and $f_{j}(x, y, t)=\exp \left(\left(p_{j}+q_{j}\right) x+\left(p_{j}^{2}-q_{j}^{2}\right) y-4\left(p_{j}^{3}+q_{j}^{3}\right) t+\varphi_{j}\right)$ with $\varphi_{j} \in \mathbb{R}$ arbitrarily.

Moreover, this solution is regular on the whole of $\mathbb{R}^{3}$.
Proof The solution property is an immediate consequence of Proposition 3.6.2, and reality of the solution is obvious. Thus it remains to show regularity. But since either of the conditions (i), (ii) implies that the phase-shift term

$$
\frac{\left(p_{i}-p_{j}\right)\left(q_{i}-q_{j}\right)}{\left(p_{i}+q_{j}\right)\left(q_{i}+p_{j}\right)}
$$

is positive, we have $p(x, y, t)>1$ for all $(x, y, t)$. This shows the assertion.
To illustrate our result, we turn to $u=u(x, y, t)$, which are the $N$-line-solitons in the closer sense. Recall that a single line-soliton corresponding to the parameters $p_{j}, q_{j}$ is characterized by its angle to the $x$-axis and its shape, which are encoded in $\left(p_{j}-q_{j}\right)$, ( $p_{j}+q_{j}$ ), respectively (confer (3.3) and the subsequent discussion).

Now there are two particularly interesting cases.

Existence of line-solitons with the same angle to the $x$-axis Using the condition (i) in Proposition 3.6.3 one easily arranges parameters $-q_{i}<-q_{j}<p_{j}<p_{i}$ such that $p_{i}-q_{i}=p_{j}-q_{j}$. In the $N$-line-soliton this yields two solitons of different shape but with the same angle to the $x$-axis.


The 2-line soliton for $p_{1}=0.5, q_{1}=-0.1, p_{2}=0.4, q_{2}=-0.2$, plotted at the time $t=200$.

Existence of line-solitons with identical shape In contrast, the condition (ii) in Proposition 3.6.3 allows to construct even line-solitons with identical shape. One has only to arrange the parameters $-q_{i}<p_{i}<-q_{j}<p_{j}$ such that $p_{i}+q_{i}=p_{j}+q_{j}$.

Note that solutions of this particular type cannot be achieved by condition (i), which is the standard regularity condition in the literature (see [37], [81], [55]).


The 2-line soliton for $p_{1}=0.5, q_{1}=0, p_{2}=-0.2, q_{2}=0.7$, plotted at the time $t=0$.

Snapshots of the three-soliton during interaction


Successively the solution is plotted for $t=-20,-10,0,10,20$, and 30 .
The parameters of the three participating line-solitons are $p_{1}=0.7, q_{1}=0.6$, $p_{2}=0.5, q_{2}=0.5, p_{3}=0.4, q_{3}=0.2$.

Resonance phenomena Finally, we will briefly discuss resonance phenomena. These arise in the same way as the line-solitons in Proposition 3.6.3, but without the condition that the parameters $p_{j}, q_{j}$ are pairwise different. For example, if we set

$$
A=p I, \quad B=\left(\begin{array}{ccc}
q_{1} & & 0 \\
& \ddots & \\
0 & & q_{N}
\end{array}\right)
$$

with $-q_{N}<\ldots<-q_{1}<p$, the resulting solution is a typical Miles structure. It reads precisely as in Proposition 3.6.3, but with

$$
p(x, y, t)=1+\sum_{j=1}^{N} f_{j}(x, y, t)
$$

instead of (3.50). In particular it is real-valued and regular. By a more detailed investigation it can be verified that it looks like a tree with a trunk and $N$ branches. The trunk corresponds to the soliton with parameters $p, q_{N}$, the first branch to $p, q_{1}$, and the other $N-1$ branches to $-q_{j}, q_{j+1}$ for $j=1, \ldots, N-1$.


Miles structure ( $p_{1}=p_{2}=p_{3}=0, q_{1}=0.5, q_{2}=1, q_{3}=1.5$ )
plotted successively at the times $t=-5,0,10$

The plots above show such a Miles structure. Beside the usual pictures, we here found it instructive to plot also corresponding pictures from above. Note also that we have plotted $u(x,-y, t)$ to make the diagrams clearer.

Some other impressing examples of what can happen in degenerated cases which can be similarly obtained as the one above are gathered below. Among the examples where the colliding solitons change their shape in the interaction, and a structure developping an inner closed cell.

## Example 1



The above plots show solitons which change their shape during interaction. The parameters are $p_{1}=0.5, q_{1}=0.5, p_{2}=0.5, q_{2}=0, p_{3}=0.4, q_{3}=0$. The solution is plotted successively at the times $t=-70,-20,15$ and $t=-200,-100,100$, respectively for the left and right column.




Above the parameters are $p_{1}=0, q_{1}=0.5, p_{2}=0.5, q_{2}=0.5, p_{3}=0.5, q_{3}=1, p_{4}=1$, $q_{4}=1$, and the solution is plotted successively at the times $t=-5,0,10$ and $t=-10,0,20$, respectively for the left and right column.

Example 3



In these final plots, an inner cell develops. The parameters are $p_{1}=0, q_{1}=0.5, p_{2}=0.5$, $q_{2}=0.5, p_{3}=0.5, q_{3}=1, p_{4}=0, q_{4}=1$. Note that the solution $u(x,-y, t)$ is plotted to make the pictures clearer. The successive times are $t=-8,0,6$ and $t=-20,0,10$, respectively for the left and right column.

## Chapter 4

## Soliton-like solutions for the AKNS system and properties of its reductions

The ultimate purpose of Chapters 4,5 , and 6 is to achieve a reasonably complete asymptotic understanding of the solutions one can obtain by inserting finite matrices into the formulas of Chapter 2. In the present chapter we present the necessary solution formulas and deduce structural properties of more general character. Furthermore, we will focus on soliton-like solutions, for which some of the results are more explicit.

The first section is concerned with the general AKNS system. Here we have independent generating matrices $A \in \mathcal{M}_{n, n}(\mathbb{C}), B \in \mathcal{M}_{m, m}(\mathbb{C})$, which may even be of different dimension. Then we observe that our constructions behave naturally with respect to similarity between matrices, which yields reduction to matrices in Jordan canonical form. This simple fact indicates that one may hope for a relation between the dynamics of the solutions and the algebraic properties of the matrices. For the generic case that $A$ and $B$ are diagonalizable, we are able to evaluate the solution formula in closed form (including explicit evaluation of all appearing determinants). To the best of our knowledge, for the general AKNS system this is done for the first time. For the $\mathbb{C}$-reduced AKNS system, corresponding formulas are given in [56], [63] in terms of Wronskian determinants, but full evaluation of the determinants is only achieved in the $\mathbb{R}$-reduced case.

We call these solutions soliton-like because of their formal analogy with solitons. As already mentioned in [3], these solutions may present instantaneous singularities. This is no surprise and illustrates the known fact that the unrestricted AKNS system does not yield soliton equations in general. In the framework of [3], [5], this is reflected by the circumstance that the inverse scattering method applies only formally. In particular, the Gelfand-Levitan-Marchenko equation need not be solvable.

But we do obtain honest soliton equations, if we restrict to convenient reductions of the AKNS system. Following [3], we consider successively the $\mathbb{C}$-reduced and $\mathbb{R}$-reduced AKNS system. In our approach the two cases are formally independent. But it is helpful to keep in mind that the $\mathbb{R}$-reduced system becomes a further reduction of the $\mathbb{C}$-reduced one under the physically plausible assumption that its solutions be real. As a matter of fact, the most prominent equations in the AKNS system (the Nonlinear Schrödinger, the sine-Gordon, and the modified Korteweg-de Vries equation) are already contained in these two reductions.

After reduction we are left with a single generating matrix in the solution formula. This allows us to introduce negatons as the solutions corresponding to matrices where each eigenvalue appears in exactly one Jordan block (otherwise there would be cancellation
phenomena). Historically, negatons (and the corresponding concept of positions) were systematically derived via Wronskian determinants by Matveev et al. ([11], [57], [58], [59], [60], [95], see also [71], [79], [96], [98], [99]). Our motivation to consider negatons was mainly to prove conjectures of Matveev about the asymptotic behaviour of negatons in the general case. This will be done in Chapters 5 and 6 .

In the remainder of Chapter 4 we clarify structural questions, mainly regularity and, for the $\mathbb{R}$-reduction, also reality. To prepare the transition to a finer analysis, we study in some detail the case of solitons. Already in this simplified setting, the explicit formulas we obtain for the $\mathbb{C}$-reduction are new. Then we explain how asymptotic analysis gives a precise meaning to what is usually called the particle behaviour of solitons. A further point of independent interest is that we include breathers into the description for the $\mathbb{R}$-reduction. These are the easiest case of formations of solitons (see [69]), i.e., solitons moving with equal velocity, which cannot be separated in asymptotic terms.

Finally, we emphasize that our formulas are quite different from the expressions which are derived by Wronskian techniques. In Appendix A we indicate how to translate formulas from [62], [63], [96] into our formalism.

### 4.1 Explicit formulas for soliton-like solutions of the AKNS system

In this section we explain what can be said for the AKNS system as a whole. We derive a basic solution formula and establish reduction to Jordan form. Finally we give an expression in closed form of soliton-like solutions, the class which specialises to solitons under the reductions to be discussed later.

### 4.1.1 Transition to Jordan data

For convenience we briefly recall some standard terminology. Let $\mathbb{C}^{n}$ be the Hilbert space of all complex $n$-tuples $\xi=\left(\xi_{i}\right)_{i=1}^{n}$, equipped with its usual inner product $(\xi, \eta)=\sum_{j=1}^{n} \xi_{j} \bar{\eta}_{j}$ for $\xi, \eta \in \mathbb{C}^{n}$. Its standard basis is denoted by $\left\{e_{j} \mid j=1, \ldots, n\right\}$, where $\epsilon_{j}$ is the vector with 1 in the $j$-th entry and zero elsewhere.

By the Riesz lemma, any functional $f_{a} \in\left(\mathbb{C}^{n}\right)^{\prime}$ can be identified with a vector $a=$ $\left(a_{j}\right)_{j=1}^{n} \in \mathbb{C}^{n}$ by the assignment $<\xi, f_{a}>=\sum_{j=1}^{n} \xi_{j} a_{j}=(\xi, \bar{a})$ for $\xi=\left(\xi_{j}\right)_{j=1}^{n} \in \mathbb{C}^{n}$. We do not distinguish between $f_{a}$ and $a$ in notation.

Consider now the one-dimensional operator $a \otimes c$ for $a, c \in \mathbb{C}^{n}$. From its definition,

$$
(a \otimes c)(\xi)=<\xi, a>c=\left(\sum_{j=1}^{n} \xi_{j} a_{j} c_{i}\right)_{i=1}^{n},
$$

it is clear that it corresponds to the matrix $\left(a_{j} c_{i}\right)_{i j=1}^{n}$.
Let us now reformulate the solution formula of Theorem 2.4.4 b) for matrices.
Theorem 4.1.1. Let $A \in \mathcal{M}_{n, n}(\mathbb{C})$ and $B \in \mathcal{M}_{m, m}(\mathbb{C})$ be matrices satisfying $\operatorname{spec}(A) \cup$ $\operatorname{spec}(B) \subseteq\{z \in \mathbb{C} \mid \operatorname{Re}(z)>0\}$ and $\operatorname{spec}(A) \cup \operatorname{spec}(-B) \subseteq\left\{z \in \mathbb{C} \mid f_{0}(z)\right.$ finite $\}$. Let $0 \neq a$, $c \in \mathbb{C}^{n}, 0 \neq b, d \in \mathbb{C}^{m}$ be arbitrary. We define the operator-functions

$$
\left.\widehat{L}(x, t)=\exp \left(A x+f_{0}(A) t\right)\right), \quad \widehat{M}(x, t)=\exp \left(B x-f_{0}(-B) t\right),
$$

and abbreviate

$$
\begin{array}{cc}
L=\widehat{L} \Phi_{A, B}^{-1}(b \otimes c), & M=\widehat{M} \Phi_{B, A}^{-1}(a \otimes d), \\
L_{0}=\widehat{L}(a \otimes c), & M_{0}=\widehat{M}(b \otimes d) .
\end{array}
$$

Then a solution of the AKNS system (1.1) is given by the pair

$$
q=1-P / p, \quad r=1-\widehat{P} / p,
$$

where

$$
P=\operatorname{det}\left(\begin{array}{cc}
I & L \\
M & I-M_{0}
\end{array}\right), \quad \widehat{P}=\operatorname{det}\left(\begin{array}{cc}
I-L_{0} & L \\
M & I
\end{array}\right), \quad p=\operatorname{det}\left(\begin{array}{cc}
I & L \\
M & I
\end{array}\right) .
$$

This solution is defined on any strip $\mathbb{R} \times\left(t_{1}, t_{2}\right)$ on which $p$ does not vanish.
Proof Note that $\operatorname{spec}(A) \cup \operatorname{spec}(B) \subseteq\{z \in \mathbb{C} \mid \operatorname{Re}(z)>0\}$ implies $0 \notin \operatorname{spec}(A)+\operatorname{spec}(B)$, and hence the existence of $\Phi_{A, B}^{-1}, \Phi_{B, A}^{-1}$. Thus the only thing that requires a little justification is that $\exp (A x), \exp (B x)$ behave sufficiently well for $x \rightarrow-\infty$.

To this end let $U$ be a matrix transforming $A$ into Jordan form $J$, say $A=U^{-1} J U$, where $J=\operatorname{diag}\left\{J_{j} \mid j=1, \ldots, N\right\}$ with Jordan block $J_{j}$ of dimensions $n_{j}$ corresponding to eigenvalues $\alpha_{j}$. Then $\exp (A x)=U^{-1} \exp (J x) U=U^{-1} \operatorname{diag}\left\{\exp \left(J_{j}\right) \mid j=1, \ldots, N\right\} U$ and

$$
\exp \left(J_{j} x\right)=\left(\begin{array}{ccc}
\gamma_{j}^{(0)} & & \gamma_{j}^{\left(n_{j}-1\right)} \\
& \ddots & \\
& & \gamma_{j}^{(0)}
\end{array}\right) \exp \left(\alpha_{j} x\right)
$$

with constants $\gamma_{j}^{(\mu)}=\alpha_{j}^{\mu} / \mu!$ for $\mu=0, \ldots, n_{j}-1$. From this it is clear the $\exp (A x)$ behaves sufficiently well for $x \rightarrow-\infty$. It remains to apply Theorem 2.4.4 b).

The following lemma shows that all relevant properties of the generating matrices $A, B$ are encoded in their Jordan canonical form.

Lemma 4.1.2. Let $A \in \mathcal{M}_{n, n}(\mathbb{C}), B \in \mathcal{M}_{m, m}(\mathbb{C})$ be as in Theorem 4.1.1, and let $U$, $V$ be matrices transforming $A, B$ into Jordan form $J_{A}, J_{B}$, respectively, namely $A=U^{-1} J_{A} U$, $B=V^{-1} J_{B} V$.

Then the solution in Theorem 4.1.1 is not altered if we replace simultaneously $A, B$ by $J_{A}, J_{B}$ and the vectors $a, b, c, d$ by $\left(U^{-1}\right)^{\prime} a,\left(V^{-1}\right)^{\prime} b, U c, V d$.

Proof Let us start with the first member $q=1-P / p$ of the solution in Theorem 4.1.1 and show that the asserted replacements do not change the determinants $P$, $p$.

From the very definition of the exponential function, it is easy to check

$$
\begin{aligned}
\widehat{L} & =U^{-1} J_{\widehat{L}} U & & \text { for } J_{\widehat{L}}:=\exp \left(J_{A} x+f_{0}\left(J_{A}\right) t\right) \\
\widehat{M} & =V^{-1} J_{\widehat{M}} V & & \text { for } J_{\widehat{M}}:=\exp \left(J_{B} x-f_{0}\left(-J_{B}\right) t\right) .
\end{aligned}
$$

Using the abbreviation $C:=\Phi_{A, B}^{-1}(b \otimes c), D:=\Phi_{B, A}^{-1}(a \otimes d)$, we next observe

$$
b \otimes c=A C+C B=U^{-1}\left(J_{A}\left(U C V^{-1}\right)+\left(U C V^{-1}\right) J_{B}\right) V .
$$

It immediately follows

$$
U C V^{-1}=\Phi_{J_{A}, J_{B}}^{-1}\left(U(b \otimes c) V^{-1}\right)=\Phi_{J_{A}, J_{B}}^{-1}\left(\left(\left(V^{-1}\right)^{\prime} b\right) \otimes(U c)\right),
$$

and, for the same reason, $V D U^{-1}=\Phi_{J_{B}, J_{A}}^{-1}\left(\left(\left(U^{-1}\right)^{\prime} a\right) \otimes(V d)\right)$.
Therefore,

$$
\begin{aligned}
P & =\operatorname{det}\left(I+\left(\begin{array}{cc}
U^{-1} & 0 \\
0 & V^{-1}
\end{array}\right)\left(\begin{array}{cc}
0 & J_{\widehat{L}} U C V^{-1} \\
J_{\widehat{M}} V D U^{-1} & -J_{\widehat{M}} V(b \otimes d) V^{-1}
\end{array}\right)\left(\begin{array}{cc}
U & 0 \\
0 & V
\end{array}\right)\right) \\
& =\operatorname{det}\left(I+\left(\begin{array}{cc}
0 & J_{\widehat{L}}\left(U C V^{-1}\right) \\
J_{\widehat{M}}\left(V D U^{-1}\right) & \left.-J_{\widehat{M}}\left(\left(V^{-1}\right)^{\prime} b\right) \otimes(V d)\right)
\end{array}\right)\right),
\end{aligned}
$$

which means that we can replace $A, B$ by their Jordan forms if we use the vectors $\left(U^{-1}\right)^{\prime} a$, $\left(V^{-1}\right)^{\prime} b, U c, V d$ instead of $a, b, c, d$. A similar calculation applies to $p$.

Finally, an analogous argument shows that $\widetilde{P}$ transforms properly.
For later use, we also state the following representation of $\Phi_{A, B}^{-1}(a \otimes c)$.
Proposition 4.1.3. Let $A \in \mathcal{M}_{n, n}(\mathbb{C}), B \in \mathcal{M}_{m, m}(\mathbb{C})$ be in Jordan canonical form: $A=\operatorname{diag}\left\{A_{i} \mid i=1, \ldots, N\right\}, B=\operatorname{diag}\left\{B_{j} \mid j=1, \ldots, M\right\}$ with Jordan blocks $A_{i}, B_{j}$ of dimensions $n_{i}, m_{j}$ corresponding to eigenvalues $\alpha_{i}, \beta_{j}$, respectively. Assume $\alpha_{i}+\beta_{j} \neq 0$ for all $i=1, \ldots, N, j=1, \ldots, M$.

Then

$$
\Phi_{A, B}^{-1}(a \otimes c)=\left(\Gamma_{l}\left(c_{i}\right) T_{i j} \Gamma_{r}\left(a_{j}\right)\right)_{\substack{i=1, \ldots, N \\ j=1, \ldots, M}}
$$

with the upper left and right band matrices $\Gamma_{l}\left(c_{i}\right), i=1, \ldots, N$ and $\Gamma_{r}\left(a_{j}\right), j=1, \ldots, M$, given by

$$
\Gamma_{l}\left(c_{i}\right)=\left(\begin{array}{ccc}
c_{i}^{(1)} & . & c_{i}^{\left(n_{i}\right)} \\
c_{i}^{\left(n_{i}\right)} & . & \\
0
\end{array}\right), \quad \Gamma_{r}\left(a_{j}\right)=\left(\begin{array}{ccc}
a_{j}^{(1)} & & a_{j}^{\left(m_{j}\right)} \\
& \ddots & \\
0 & & a_{j}^{(1)}
\end{array}\right)
$$

where the vectors $a \in \mathbb{C}^{m}, c \in \mathbb{C}^{n}$ are decomposed according to the relevant Jordan decomposition, namely

$$
\begin{aligned}
& c=\left(c_{1}, \ldots, c_{N}\right) \quad \text { with } c_{i}=\left(c_{i}^{(1)}, \ldots, c_{i}^{\left(n_{i}\right)}\right), \\
& a=\left(a_{1}, \ldots, a_{M}\right) \\
& \text { with } a_{j}=\left(a_{j}^{(1)}, \ldots, a_{j}^{\left(m_{j}\right)}\right),
\end{aligned}
$$

and

$$
T_{i j}=\left((-1)^{\mu+\nu}\binom{\mu+\nu-2}{\mu-1}\left(\frac{1}{\alpha_{i}+\beta_{j}}\right)^{\mu+\nu-1}\right)_{\substack{\nu=1, \ldots, n_{i} \\ \mu=1, \ldots, m_{j}}} .
$$

Proof Let us first consider the case that $A, B$ are Jordan blocks of dimensions $n, m$ with eigenvalues $\alpha, \beta$, respectively. We claim $A^{\prime} T+T B=\epsilon_{m}^{(1)} \otimes e_{n}^{(1)}$, where $\epsilon_{k}^{(1)}$ is the first standard basis vector in $\mathbb{C}^{k}$ and

$$
T=\left(t_{\nu \mu}\right)_{\substack{\nu=1, \ldots, n \\ \mu=1, \ldots, m}} \quad \text { with } t_{\nu \mu}=(-1)^{\mu+\nu}\binom{\mu+\nu-2}{\mu-1}\left(\frac{1}{\alpha+\beta}\right)^{\mu+\nu-1} .
$$

Since

$$
\left(A^{\prime} T\right)_{\nu \mu}=\left\{\begin{array}{cl}
\alpha t_{1 \mu}, & \nu=1, \\
\alpha t_{\nu \mu}+t_{(\nu-1) \mu}, & \nu>1,
\end{array} \quad(T B)_{\nu \mu}=\left\{\begin{array}{cl}
\beta t_{\nu 1}, & \mu=1, \\
\beta t_{\nu \mu}+t_{\nu(\mu-1)}, & \mu>1,
\end{array}\right.\right.
$$

we check immediately $\left(A^{\prime} T+T B\right)_{11}=1,\left(A^{\prime} T+T B\right)_{1 \mu}=\left(A^{\prime} T+T B\right)_{\nu 1}=0$ for $\mu, \nu>1$. Finally, for $\mu, \nu>1$,

$$
\begin{aligned}
& \left(A^{\prime} T+T B\right)_{\nu \mu}=(\alpha+\beta) t_{\nu \mu}+t_{(\nu-1) \mu}+t_{\nu(\mu-1)} \\
& =(-1)^{\mu+\nu}\left[\binom{\mu+\nu-2}{\mu-1}-\binom{\mu+\nu-3}{\mu-1}-\binom{\mu+\nu-3}{\mu-2}\right]\left(\frac{1}{\alpha+\beta}\right)^{\mu+\nu-2} \\
& =0 .
\end{aligned}
$$

This proves the claim.

Observe $\left[\Gamma_{r}(a), B\right]=0$ and $A \Gamma_{l}(c)=\Gamma_{l}(c) A^{\prime}$. Thus,

$$
\begin{aligned}
& A\left(\Gamma_{l}(c) T \Gamma_{r}(a)\right)+\left(\Gamma_{l}(c) T \Gamma_{r}(a)\right) B=\Gamma_{l}(c)\left(A^{\prime} T+T B\right) \Gamma_{r}(a) \\
& \quad=\Gamma_{l}(c)\left(e_{m}^{(1)} \otimes e_{n}^{(1)}\right) \Gamma_{r}(a)=\left(\Gamma_{r}(a)^{\prime} e_{m}^{(1)}\right) \otimes\left(\Gamma_{l}(c) e_{n}^{(1)}\right)=a \otimes c
\end{aligned}
$$

Consequently, $\Gamma_{l}(c) T \Gamma_{r}(a)=\Phi_{A, B}^{-1}(a \otimes c)$. This completes the proof for single Jordan blocks $A, B$ of possibly different dimensions.

In the general case the assertion follows from

$$
\Phi_{A, B}^{-1}(a \otimes c)=\left(\Phi_{A_{i}, B_{j}}^{-1}\left(a_{j} \otimes c_{i}\right)\right)_{\substack{i=1, \ldots, N \\ j=1, \ldots, M}} .
$$

### 4.1.2 Soliton-like solutions for the AKNS system

As already mentioned in the introduction, the unreduced AKNS system seems to be too general to hope for a significant solution theory. Nevertheless it is remarkable that the formula in Theorem 4.1.1 leads to an explicit description of a solution class which lifts the $N$-solitons to the general level.

Theorem 4.1.4. For complex numbers $\alpha_{i}, i=1, \ldots n$, and $\beta_{j}, j=1, \ldots m$, such that $\operatorname{Re}\left(\alpha_{i}\right)>0, \operatorname{Re}\left(\beta_{j}\right)>0$ and $f_{0}\left(\alpha_{i}\right), f_{0}\left(\beta_{j}\right)$ is finite for all $i, j$, a solution of the AKNS system (1.1) is given by

$$
\begin{align*}
& r=\frac{1}{p}\left[\sum_{i=1}^{n} f_{i}+\sum_{\kappa=1}^{\min (m, n-1)}(-1)^{\kappa} \sum_{\substack{i_{1}, \ldots, i_{k+1}=1 \\
i_{1} \lll i_{\kappa}+1}}^{n} \sum_{\substack{j_{1},<, j_{k}=1 \\
j_{1}<\ldots<j_{k}}}^{m} \tilde{p}\binom{i_{1}, \ldots, i_{\kappa+1}}{j_{1}, \ldots, j_{k}}\right] \tag{4.2}
\end{align*}
$$

where $p=1+\sum_{\kappa=1}^{\min (m, n)}(-1)^{\kappa} \sum_{\substack{i_{1}, i_{K}=1 \\ i_{1}<\ldots<i_{\kappa}}}^{n} \sum_{\substack{j_{1}, \ldots, j_{k}=1 \\ j_{1}<\ldots j_{k}}}^{m} \tilde{p}\binom{i_{1}, \ldots, i_{\kappa}}{j_{1}, \ldots, j_{k}}$ and where we use the $a b$ breviation

$$
\tilde{p}\binom{i_{1}, \ldots, i_{\kappa}}{j_{1}, \ldots, j_{\lambda}}=\prod_{\mu=1}^{\kappa} f_{i_{\mu}} \prod_{\nu=1}^{\lambda} g_{j_{\nu}} \prod_{\substack{\mu, \nu=1 \\ \mu<\nu}}^{\kappa}\left(\alpha_{i_{\mu}}-\alpha_{i_{\nu}}\right)^{2} \prod_{\substack{\mu, \nu=1 \\ \mu<\nu}}^{\lambda}\left(\beta_{j_{\mu}}-\beta_{j_{\nu}}\right)^{2} / \prod_{\mu=1}^{\kappa} \prod_{\nu=1}^{\lambda}\left(\alpha_{i_{\mu}}+\beta_{j_{\nu}}\right)^{2} .
$$

with $f_{i}(x, t)=f_{i}^{(0)} \exp \left(\alpha_{i} x+f_{0}\left(\alpha_{i}\right) t\right), g_{j}(x, t)=g_{j}^{(0)} \exp \left(\beta_{j} x-f_{0}\left(-\beta_{j}\right) t\right)$, and arbitrary constants $f_{i}^{(0)}, g_{j}^{(0)} \in \mathbb{C} \backslash\{0\}, i=1, \ldots, n, j=1, \ldots, m$.

More precisely, $q, r$ is a solution on all strips $\mathbb{R} \times\left(t_{1}, t_{2}\right)$ on which $p$ does not vanish.
In particular, for $n=m=1$, we recover (1.3), (1.4). Note also that the final requirement on the domain of the solution is essential for the general AKNS system. In fact, instantaneous singularities may be caused by vanishing denominators.

Remark 4.1.5. To the best of the author's knowledge this is the first time that explicit soliton formulas for the AKNS system as a whole are deduced. For the $\mathbb{C}$-reduced AKNS
system, soliton formulas were derived by Marchenko [55], Matveev [56], Meinel, Neugebauer, Steudel [63] et al.. In the mentioned articles, solutions are expressed by Wronskian determinants. However, these are only evaluated for the $\mathbb{R}$-reduced AKNS system (for example the sine-Gordon equation, but not the Nonlinear Schrödinger equation), where the determinants in the formulas are much simpler (compare Section 4.4).

For a detailed comparison with existing results for the $\mathbb{C}$-reduced AKNS system, in particular with respect to the representation of solitons in terms of Wronskian determinants, we refer to Appendix $A$.

Proof Choose $a, c \in \mathbb{C}^{n}, b, d \in \mathbb{C}^{m}$ all different from zero, and define the generating matrices $A \in \mathcal{M}_{n, n}(\mathbb{C}), B \in \mathcal{M}_{m, m}(\mathbb{C})$ in the solution formula of Theorem 4.1.1 as

$$
A=\left(\begin{array}{ccc}
\alpha_{1} & \ddots & 0 \\
0 & \ddots & \alpha_{n}
\end{array}\right), \quad B=\left(\begin{array}{ccc}
\beta_{1} & & 0 \\
& \ddots & \\
0 & & \beta_{m}
\end{array}\right) .
$$

Since $\operatorname{Re}\left(\alpha_{i}\right), \operatorname{Re}\left(\beta_{j}\right)>0 \forall i, j$ by assumption, we in particular have $0 \notin \operatorname{spec}(A)+\operatorname{spec}(B)$.
Thus we are in position to apply Theorem 4.1.1. As a result, we obtain a solution $q, r$ of the AKNS system. To fix ideas, we focus on the formula for $q$ which is given by $q=1-P / p$, where

$$
\begin{aligned}
P & =\operatorname{det}\left(I+\left(\begin{array}{cc}
0 & \widehat{L} \Phi_{A, B}^{-1}(b \otimes c) \\
\widehat{M} \Phi_{B, A}^{-1}(a \otimes d) & -\widehat{M}(b \otimes d)
\end{array}\right)\right), \\
p & =\operatorname{det}\left(I+\left(\begin{array}{cc}
0 & \widehat{L} \Phi_{A, B}^{-1}(b \otimes c) \\
\widehat{M} \Phi_{B, A}^{-1}(a \otimes d) & 0
\end{array}\right)\right),
\end{aligned}
$$

with the exponential functions $\widehat{L}(x, t)=\exp \left(A x+f_{0}(A) t\right), \widehat{M}(x, t)=\exp \left(B x-f_{0}(-B) t\right)$, and the constant operators $\Phi_{A, B}^{-1}(b \otimes c), \Phi_{B, A}^{-1}(a \otimes d)$. In the remainder of the proof we calculate $P, p$ explicitly. We claim:
(i) For $b \in \mathbb{C}^{m}, c \in \mathbb{C}^{n}$, the unique solution $C:=\Phi_{A, B}^{-1}(b \otimes c)$ of the matrix equation $A X+X B=b \otimes c$ is given by

$$
C=\left(\frac{b_{j} c_{i}}{\alpha_{i}+\beta_{j}}\right)_{\substack{i=1, \ldots, n \\ j=1, \ldots, m}} .
$$

(ii) As for the exponential functions, $\widehat{L} \in \mathcal{M}_{n, n}(\mathbb{C}), \widehat{M} \in \mathcal{M}_{m, m}(\mathbb{C})$ again are diagonal matrices with the entries $\ell_{i}=\ell_{i}(x, t)=\exp \left(\alpha_{i} x+f_{0}\left(\alpha_{i}\right) t\right)$ and $m_{j}=m_{j}(x, t)=$ $\exp \left(\beta_{j} x-f_{0}\left(-\beta_{j}\right) t\right)$ on the diagonals, respectively.

Both claims are almost obvious: (i) follows from $b \otimes c=\left(b_{j} c_{i}\right)_{\substack{i=1, \ldots, n \\ j=1, \ldots, m}}$, and (ii) from the definition of the exponential function as a power series.

This provides us with the factorizations $\Phi_{A, B}^{-1}(b \otimes c)=D_{c} C_{0} D_{b}, \Phi_{B, A}^{-1}(a \otimes d)=D_{d} C_{0}^{\prime} D_{a}$, and $b \otimes d=D_{d}\left(\epsilon_{0} \otimes e_{0}\right) D_{b}$, where

$$
C_{0}=\left(\frac{1}{\alpha_{i}+\beta_{j}}\right)_{\substack{i=1, \ldots, n \\ j=1, \ldots, m}} \in \mathcal{M}_{n, m}(\mathbb{C}), \quad \epsilon_{0}=(1, \ldots, 1) \in \mathbb{C}^{m},
$$

and $D_{a}, D_{b}, D_{c}, D_{d}$ the diagonal matrices with diagonal given by $a, b, c, d$, respectively. We infer

$$
P=\operatorname{det}\left(I+\left(\begin{array}{cc}
0 & \widehat{L} D_{c} C_{0} D_{b} \\
\widehat{M} D_{d} C_{0}^{\prime} D_{a} & -\widehat{M} D_{d}\left(e_{0} \otimes e_{0}\right) D_{b}
\end{array}\right)\right)
$$

$$
\begin{align*}
& =\operatorname{det}\left(I+\left(\begin{array}{cc}
\widehat{L} D_{c} & 0 \\
0 & \widehat{M} D_{d}
\end{array}\right)\left(\begin{array}{cc}
0 & C_{0} \\
C_{0}^{\prime} & -e_{0} \otimes \epsilon_{0}
\end{array}\right)\left(\begin{array}{cc}
D_{a} & 0 \\
0 & D_{b}
\end{array}\right)\right) \\
& =\operatorname{det}\left(I+\left(\begin{array}{cc}
D_{a} D_{c} \widehat{L} & 0 \\
0 & D_{b} D_{d} \widehat{M}
\end{array}\right)\left(\begin{array}{cc}
0 & C_{0} \\
C_{0}^{\prime} & -e_{0} \otimes \epsilon_{0}
\end{array}\right)\right) \\
& =\operatorname{det}\left(I+\left(\begin{array}{cc}
0 & F C_{0} \\
G C_{0}^{\prime} & -G\left(\epsilon_{0} \otimes \epsilon_{0}\right)
\end{array}\right)\right) \tag{4.3}
\end{align*}
$$

with $F=D_{a} D_{c} \widehat{L}, G=D_{b} D_{d} \widehat{M}$, and, analogously,

$$
p=\operatorname{det}\left(1+\left(\begin{array}{cc}
0 & F C_{0} \\
G C_{0}^{\prime} & 0
\end{array}\right)\right) .
$$

To calculate $P, p$, we use the the expansion rule for determinants, see Lemma 4.1.6, together with Lemma 4.1.7. This yields

$$
\begin{aligned}
& p=1+\sum_{k=1}^{n+m} \sum_{\substack{I_{1}, . I_{k}=1 \\
I_{1}<\ldots<I_{k}}}^{n+m} \operatorname{det}\left(\left(\begin{array}{cc}
0 & F C_{0} \\
G C_{0}^{\prime} & 0
\end{array}\right)^{\left(I_{1}, \ldots, I_{k}\right)}\right) \\
& =1+\sum_{\kappa=1}^{\min (m, n)} \sum_{\substack{i_{1}, \ldots, i_{k}=1 \\
i_{1}<\ldots<i_{k}}}^{n} \sum_{\substack{j_{1}, \ldots, j_{k}=1 \\
j_{1}<\ldots j_{k}}}^{m} \operatorname{det}\left(\begin{array}{cc}
0 & \left(F C_{0}\right)^{\binom{i_{1}, \ldots, i_{\kappa}}{j_{1}, \ldots, j_{k}}} \\
\left(G C_{0}^{\prime}\right)
\end{array}\right) .
\end{aligned}
$$

In the latter expression, the notation $T^{\binom{i_{1}, \ldots, i_{\kappa}}{i_{1}, \ldots, j_{\kappa}}}$ indicates that we only keep the rows number $i_{1}, \ldots, i_{\kappa}$ and the columns number $j_{1}, \ldots, j_{\kappa}$ in $T$.

We only calculate this determinant for the situation that $\kappa=n \leq m$ and $\left(j_{1}, \ldots, j_{n}\right)=$ $(1, \ldots, n)$. The remaining cases can be obtained by an obvious renumbering. For notational simplicity we can even assume $m=n$. Then, by Proposition 4.1.10 a),

$$
\begin{aligned}
& \operatorname{det}\left(\begin{array}{cc}
0 & F C_{0} \\
G C_{0}^{\prime} & 0
\end{array}\right)=\operatorname{det}(F) \operatorname{det}(G) \operatorname{det}\left(\begin{array}{cc}
0 & C_{0} \\
C_{0}^{\prime} & 0
\end{array}\right) \\
& =(-1)^{n} \prod_{i=1}^{n} f_{i}(x, t) g_{i}(x, t) \prod_{\substack{i, j=1 \\
i<j}}^{n}\left(\left(\beta_{i}-\beta_{j}\right)\left(\alpha_{i}-\alpha_{j}\right)\right)^{2} / \prod_{i, j=1}^{n}\left(\alpha_{i}+\beta_{j}\right)^{2},
\end{aligned}
$$

where $f_{i}(x, t)=a_{i} c_{i} \ell_{i}(x, t), g_{i}(x, t)=b_{i} d_{i} m_{i}(x, t)$.
In summary, we have shown

$$
p=1+\sum_{\kappa=1}^{\min (m, n)}(-1)^{\kappa} \sum_{\substack{i_{1}, \ldots, i_{\kappa}=1 \\ i_{1}<\ldots<i_{\kappa}}}^{n} \sum_{\substack{j_{1}, \ldots, j_{\kappa}=1 \\ j_{1}<\ldots<j_{\kappa}}}^{m} \tilde{p}\binom{i_{1}, \ldots, i_{\kappa}}{j_{1}, \ldots, j_{\kappa}} .
$$

To calculate $P$, we follow the same path. Because of the one-dimensional perturbation, it is slightly more involved to determine the principal minors in the expansion. Here they contribute whenever, for the dimensions $\kappa$ of the block in the upper left, $\lambda$ in the lower right corner, it holds $\lambda=\kappa, \kappa+1$, see Proposition 4.1.9. In the case $\kappa=0$, the corresponding principal minor reduces to a number. In the case $\kappa>0$, we again confine to the calculation of the prototypical principal minor, which by Proposition 4.1.10 b) yields

$$
\begin{align*}
& \operatorname{det}\left(\begin{array}{cc}
0 & F C_{0} \\
G C_{0}^{\prime} & -G\left(\epsilon_{0} \otimes \epsilon_{0}\right)
\end{array}\right)=\operatorname{det}(F) \operatorname{det}(G) \operatorname{det}\left(\begin{array}{cc}
0 & C_{0} \\
C_{0}^{\prime} & -\epsilon_{0} \otimes \epsilon_{0}
\end{array}\right)  \tag{4.4}\\
& =(-1)^{m} \prod_{i=1}^{n} f_{i}(x, t) \prod_{j=1}^{m} g_{j}(x, t) \prod_{\substack{i, j=1 \\
i<j}}^{m}\left(\beta_{i}-\beta_{j}\right)^{2} \prod_{\substack{i, j=1 \\
i<j}}^{n}\left(\alpha_{i}-\alpha_{j}\right)^{2} / \prod_{i=1}^{n} \prod_{j=1}^{m}\left(\alpha_{i}+\beta_{j}\right)^{2}
\end{align*}
$$

for $m=n, n+1$.

As a result,

$$
P=p-\sum_{\kappa=1}^{m} g_{\kappa}+\sum_{\kappa=1}^{\min (m-1, n)}(-1)^{\kappa+1} \sum_{\substack{c_{1}, i_{k}=1 \\ i_{1}<\ldots<i_{k}}}^{n} \sum_{\substack{j_{1}, \ldots, j_{k+1}=1 \\ j_{1}<\ldots j_{k}<1}}^{m} \tilde{p}\binom{i_{1}, \ldots, i_{\kappa}}{j_{1}, \ldots, j_{\kappa+1}} .
$$

Pasting all formulas together completes the proof for $q$, and $r$ can be treated in a similar manner.

To fill in the remaining gaps, we supply the tools for the calculation of determinants which we have used the proof of Theorem 4.1.4. Although some of these techniques will be extended in Chapter 6, we give a complete treatment for the sake of motivation. First we recall the expansion rule for determinants.

Lemma 4.1.6. Let $T \in \mathcal{M}_{n, n}(\mathbb{C})$ and denote by $T^{\left(i_{1}, \ldots, i_{k}\right)}$ the minor obtained from $T$ by keeping only the rows and columns number $i_{1}, \ldots, i_{k}$. Then the following expansion of $T$ holds,

$$
\operatorname{det}(I+T)=1+\sum_{k=1}^{n} \sum_{\substack{i_{1}, \ldots, i_{k}=1 \\ i_{1}<\ldots<i_{k}}}^{n} \operatorname{det}\left(T^{\left(i_{1}, \ldots, i_{k}\right)}\right),
$$

In particular, the summand corresponding to $k=1$ is the trace of $T$, the summand corresponding to $k=n$ the determinant of $T$.

We also need the following observations concerning the evaluation of determinants with a certain block structure.

Lemma 4.1.7. If $T \in \mathcal{M}_{n, n}(\mathbb{C})$ is a matrix with a $k$-dimensional block $\widehat{T}=0$ on the diagonal and $k>n-k$, then $\operatorname{det}(T)=0$.

Proof This is shown by a careful expansion of the determinant.

Lemma 4.1.8. If $S \in \mathcal{M}_{n, m}(\mathbb{C})$ and $T \in \mathcal{M}_{m, n}(\mathbb{C})$, then

$$
\operatorname{det}\left(\begin{array}{cc}
0 & S \\
T & 0
\end{array}\right)=\left\{\begin{array}{cl}
(-1)^{n} \operatorname{det}(S) \operatorname{det}(T), & n=m, \\
0, & n \neq m
\end{array}\right.
$$

Proof By Lemma 4.1.7 it remains to calculate the value of the determinant for $m=n$. Since in this case

$$
\operatorname{det}\left(\begin{array}{cc}
0 & S \\
T & 0
\end{array}\right)=\operatorname{det}(S) \operatorname{det}(T) \operatorname{det}\left(\begin{array}{cc}
0 & I \\
I & 0
\end{array}\right)=(-1)^{n^{2}} \operatorname{det}(S) \operatorname{det}(T)
$$

and $(-1)^{n^{2}}=(-1)^{n}$, the asserted formula holds.

Proposition 4.1.9. Let $S \in \mathcal{M}_{n, m}(\mathbb{C}), T \in \mathcal{M}_{m, n}(\mathbb{C})$ be arbitrary, and $b, d \in \mathbb{C}^{m}$. Then, for $m<n$ and $n+1<m$,

$$
\operatorname{det}\left(\begin{array}{cc}
0 & S \\
T & b \otimes d
\end{array}\right)=0
$$

Proof By Lemma 4.1.7 we have only to consider the case $n+1<m$. Without loss of generality, $b, d \neq 0$, since otherwise $b \otimes d=0$, and again Lemma 4.1.7 can be applied. Consequently, there are $U, V \in \mathcal{M}_{m, m}(\mathbb{C})$, both invertible, such that $b=U e_{m}^{(1)}$ and $d=$
$V e_{m}^{(1)}$, where $e_{m}^{(1)}$ is the first standard basis vector in $\mathbb{C}^{m}$. Thus $b \otimes d=\left(U e_{m}^{(1)}\right) \otimes\left(V e_{m}^{(1)}\right)=$ $V\left(e_{m}^{(1)} \otimes e_{m}^{(1)}\right) U^{\prime}$, and it follows

$$
\begin{aligned}
\operatorname{det}\left(\begin{array}{cc}
0 & S \\
T & b \otimes d
\end{array}\right) & =\operatorname{det}\left(\left(\begin{array}{cc}
I & 0 \\
0 & V
\end{array}\right)\left(\begin{array}{cc}
0 & S\left(U^{\prime}\right)^{-1} \\
V^{-1} T & e_{m}^{(1)} \otimes e_{m}^{(1)}
\end{array}\right)\left(\begin{array}{cc}
I & 0 \\
0 & U^{\prime}
\end{array}\right)\right) \\
& =\operatorname{det}(U) \operatorname{det}(V) \operatorname{det}\left(\begin{array}{cc}
0 & S\left(U^{\prime}\right)^{-1} \\
V^{-1} T & e_{m}^{(1)} \otimes e_{m}^{(1)}
\end{array}\right) .
\end{aligned}
$$

Therefore we can assume $b=d=e_{m}^{(1)}$. Note that $e_{m}^{(1)} \otimes e_{m}^{(1)}$ is an $m \times m$-matrix with the $(1,1)$-entry being the only non-vanishing entry. Set

$$
R=\left(\begin{array}{cc}
0 & S \\
T & e_{m}^{(1)} \otimes e_{m}^{(1)}
\end{array}\right)
$$

Expanding $\operatorname{det}(R)$ with respect to the $(n+1)$-th row, we get

$$
\operatorname{det}(R)=\operatorname{det}\left(R_{n+1}\right)+\sum_{\mu=1}^{n}(-1)^{n+1+\mu} t_{1 \mu} \operatorname{det}\left(R_{\mu}\right),
$$

where $R_{\mu}$ arises from $R$ by deleting the ( $n+1$ )-th row and the $\mu$-th column, and $t_{1 \mu}$ are the entries in the first row of $T$. Taking a closer look at the structure of the matrices $R_{\mu}$, we find that all of them have a zero block of dimension $m-1$ in the lower right corner. Since $m-1>n$, we can apply Lemma 4.1.7, which shows $\operatorname{det}\left(R_{\mu}\right)=0$ for $\mu=1, \ldots, n+1$. This completes the proof.

Finally we need to evaluate some particular determinants.
Proposition 4.1.10. Let $\alpha_{i}, i=1, \ldots, n$, and $\beta_{j}, j=1, \ldots, m$, be complex numbers such that $\alpha_{i}+\beta_{j} \neq 0$ for all $i, j$. Define

$$
C_{0}=\left(\frac{1}{\alpha_{i}+\beta_{j}}\right)_{\substack{i=1, \ldots, n \\ j=1, \ldots, m}} \in \mathcal{M}_{n, m}(\mathbb{C}), \quad \epsilon_{0}=(1, \ldots, 1) \in \mathbb{C}^{m}
$$

Moreover, we define the constants

$$
\gamma_{n m}=(-1)^{m} \prod_{\substack{i, j=1 \\ i<j}}^{m}\left(\beta_{i}-\beta_{j}\right)^{2} \prod_{\substack{i, j=1 \\ i<j}}^{n}\left(\alpha_{i}-\alpha_{j}\right)^{2} / \prod_{i=1}^{n} \prod_{j=1}^{m}\left(\alpha_{i}+\beta_{j}\right)^{2} .
$$

Then the following statements hold:
a) If $m=n$, then

$$
\operatorname{det}\left(\begin{array}{cc}
0 & C_{0} \\
C_{0}^{\prime} & 0
\end{array}\right)=\gamma_{n n} .
$$

b) If $m \in\{n, n+1\}$, then

$$
\operatorname{det}\left(\begin{array}{cc}
0 & C_{0} \\
C_{0}^{\prime} & -e_{0} \otimes e_{0}
\end{array}\right)=\gamma_{n m} .
$$

Proposition 4.1.10 extends a well-known remark of Cauchy (see [20], p. 151-159, [78], VII, $\S 1, \mathrm{Nr} .3$, and Lemma 6.1.2). In fact, Lemma 6.1.2 yields the value of $\operatorname{det}\left(C_{0}\right)$ for $m=n$.

A further generalization of Proposition 4.1.10 will be given in Theorem 6.2.1. Nevertheless we provide the argument because it is short and motivates the much more complicated later extensions.

Proof a) The assertion is an immediate consequence of Lemma 4.1.8 and Lemma 6.1.2. b) Without loss of generality the $\alpha_{i}$ are pairwise different. Otherwise $C_{0}$ would contain linearly dependent rows, and the assertion would be clear. Analogously we can assume the $\beta_{j}$ to be pairwise different.

First we treat the case $m=n$. Then $C_{0}$ is a square matrix, and invertible by Lemma 6.1.2. Hence,

$$
\operatorname{det}\left(\begin{array}{cc}
0 & C_{0}^{\prime} \\
C_{0} & -\epsilon_{0} \otimes e_{0}
\end{array}\right)=\operatorname{det}\left(\begin{array}{cc}
I & 0 \\
-\left(\epsilon_{0} \otimes e_{0}\right)\left(C_{0}^{\prime}\right)^{-1} & I
\end{array}\right) \operatorname{det}\left(\begin{array}{cc}
0 & C_{0}^{\prime} \\
C_{0} & 0
\end{array}\right),
$$

where the first determinant is obviously equal to 1 . Thus a) can be applied.
It remains to consider the case $m=n+1$. Here the basic idea of the proof is to imitate the strategy of [20]:
(i) (Manipulations with respect to the last $m$ columns) Subtract the $(n+m)$-th column from the $(n+j)$-th column for $j=1, \ldots, m-1$. Then the entries of the $(n+j)$-th column, $j<m$, become

$$
\frac{\beta_{m}-\beta_{j}}{\alpha_{i}+\beta_{m}} \frac{1}{\alpha_{i}+\beta_{j}} \quad \text { for } i \leq n \quad \text { and } \quad 0 \quad \text { for } i>n,
$$

and extract common factors $\left(\beta_{m}-\beta_{j}\right)$ in the $(n+j)$-th column, $j=1, \ldots, m-1$, and $1 /\left(\alpha_{i}+\beta_{m}\right)$ in the $i$-th row, $i=1, \ldots, n$.
(ii) (Manipulations with respect to the last $m$ rows) Subtract the $(n+m)$-th row from the ( $n+i$ )-th row for $i=1, \ldots, m-1$. Then the entries of the $(n+i)$-th row, $i<m$, become

$$
\frac{\beta_{m}-\beta_{i}}{\alpha_{j}+\beta_{m}} \frac{1}{\alpha_{j}+\beta_{i}} \quad \text { for } j=1 \leq n \quad \text { and } \quad 0 \quad \text { for } j>n
$$

and extract common factors $\left(\beta_{m}-\beta_{i}\right)$ in the $(n+i)$-th row, $i=1, \ldots, m-1$, and $1 /\left(\alpha_{j}+\beta_{m}\right)$ in the $j$-th column, $j=1, \ldots, n$.
As a result,

$$
\operatorname{det}\left(\begin{array}{cc}
0 & C_{0} \\
C_{0}^{\prime} & -e_{0} \otimes e_{0}
\end{array}\right)=\prod_{i=1}^{n}\left[\frac{\beta_{n+1}-\beta_{i}}{\alpha_{i}+\beta_{n+1}}\right]^{2} \operatorname{det}\left(\begin{array}{ccc}
0 & \widehat{C}_{0} & \widehat{\epsilon}_{0} \\
\widehat{C}_{0}, & 0 & 0 \\
\widehat{\epsilon}_{0}, & 0 & -1
\end{array}\right),
$$

where $\widehat{C}_{0}$ is obtained from $C_{0}$ by deleting the last column and $\widehat{\epsilon}_{0} \in \mathbb{C}^{n}$ denotes the vector with entries all equal to 1 . Note also that we have used $m=n+1$.

Next we add the $(n+m)$-th column to the $i$-th column for $i=1, \ldots, n$, and the $(n+m)$-th row to the $j$-th row for $j=1, \ldots, n$. This yields

$$
\operatorname{det}\left(\begin{array}{ccc}
0 & \widehat{C}_{0} & \widehat{\epsilon}_{0} \\
\widehat{C}_{0}^{\prime} & 0 & 0 \\
\widehat{e}_{0}^{\prime} & 0 & -1
\end{array}\right)=\operatorname{det}\left(\begin{array}{ccc}
\widehat{e}_{0} \otimes \widehat{e}_{0} & \widehat{C}_{0} & 0 \\
\widehat{C}_{0}^{\prime} & 0 & 0 \\
0 & 0 & -1
\end{array}\right)=-\operatorname{det}\left(\begin{array}{cc}
\widehat{e}_{0} \otimes \widehat{e}_{0} & \widehat{C}_{0} \\
\widehat{C}_{0}^{\prime} & 0
\end{array}\right),
$$

the latter by expanding. Since $m=n+1$, all blocks of the latter determinant are square matrices of dimension $n$. Thus a similar argument as in the case $m=n$ applies, and, pasting together the formulas, we can conclude the proof.

### 4.2 Reductions of the AKNS system

The AKNS system (1.1) does not have good stability properties in general (see [3], p.278, for an example of a solution with smooth initial data which becomes unbounded after a finite time). To arrive at soliton equations, the system has to be reduced. In practice this means that we impose a relation on the two unknown functions $q, r$, and require a symmetry condition for $f_{0}$.

The reductions we will consider already appear in [3]. In this paper, the reduction allows to carry out the inverse scattering method completely. In our method the treatment of the unreduced and the reduced AKNS system does not differ formally. But it should be observed that reduction is the right way to ensure global regularity.

More precisely, we consider two types of reductions. In the first, which we call the complex reduction of the AKNS system, or $\mathbb{C}$-reduced AKNS system for short, we suppose that, for two given polynomials $f, g$, the rational function $f_{0}=f / g$ satisfies

$$
\overline{f_{0}(z)}=-f_{0}(-\bar{z}) \quad \text { for all } z \in \mathbb{C} \text { where } f_{0} \text { is holomorphic. }
$$

Then the $\mathbb{C}$-reduced AKNS system reads

$$
\left\{\begin{array}{l}
g\left(T_{r, q}\right)\binom{r_{t}}{q_{t}}=f\left(T_{r, q}\right)\binom{r}{-q}  \tag{4.5}\\
r=-\bar{q}
\end{array}\right.
$$

For the real reduction of the AKNS system, briefly $\mathbb{R}$-reduced AKNS, we suppose

$$
f_{0}(z)=-f_{0}(-z) \quad \text { for all } z \in \mathbb{C} \text { where } f_{0} \text { is holomorphic. }
$$

Then the $\mathbb{R}$-reduced AKNS reads

$$
\left\{\begin{array}{l}
g\left(T_{r, q}\right)\binom{r_{t}}{q_{t}}=f\left(T_{r, q}\right)\binom{r}{-q}  \tag{4.6}\\
r=-q
\end{array}\right.
$$

In this context one is mainly interested in real solutions. Then one has to assume in addition that $f_{0}$ is real in the sense that $f_{0}(x) \in \mathbb{R}$ for all $x \in \mathbb{R}$ where $f_{0}$ is finite. If one assumes reality of $f_{0}$ (what we will not do) one can regard $\mathbb{R}$-reduction as a further specialization of $\mathbb{C}$-reduction.

In what follows we shall consider (4.5), (4.6), respectively, as an equation for the single unknown function $q$.

We want to stress that these reductions comprise all important soliton equations of the AKNS system. For example, the Nonlinear Schrödinger equation is contained in the $\mathbb{C}$-reduced AKNS, the sine-Gordon and modified Korteweg-de Vries equation are contained in the $\mathbb{R}$-reduced AKNS.

### 4.3 The $\mathbb{C}$-reduced AKNS system, negatons, and their regularity properties

This section will contain the first step torwards to the study of negatons. We start by providing the $\mathbb{C}$-reduction of the solution formula given in Theorem 4.1.1. This will lead to appropriate conditions on the eigenvalues and thereby to the notion of negatons.

Afterwards we discuss structural properties of this solution class, mainly the regularity question. At the end we explain how the familiar $N$-solitons integrate into this picture.

### 4.3.1 Negatons

Starting point of this section is the solution formula in Theorem 4.1.1.
Recall that, for the $\mathbb{C}$-reduced AKNS system, $\overline{f_{0}(z)}=-f_{0}(-\bar{z})$ holds for all $z \in \mathbb{C}$ where $f_{0}$ is finite. To realize the linear relation $r=-\bar{q}$ for the $\mathbb{C}$-reduced AKNS system, we use the following simple fact:

$$
\overline{\operatorname{det}(1+T)}=\operatorname{det}(1+\bar{T}) \quad \text { for } T \in \mathcal{M}_{n, n}(\mathbb{C})
$$

where $\bar{T}$, which we will call the complex conjugate of $T$, is the matrix with the complex conjugate entries of $T$.
Proposition 4.3.1. Assume that $A \in \mathcal{M}_{n, n}(\mathbb{C})$ satisfies $\operatorname{spec}(A) \subseteq\{z \in \mathbb{C} \mid \operatorname{Re}(z)>0$ and $f_{0}(z)$ is finite $\}$ and let $0 \neq a, c \in \mathbb{C}^{n}$ be arbitrary. Define the operator-functions

$$
\begin{aligned}
L(x, t) & =\exp \left(A x+f_{0}(A) t\right) \Phi_{A, \bar{A}}^{-1}(\bar{a} \otimes c) \\
L_{0}(x, t) & =\exp \left(A x+f_{0}(A) t\right)(a \otimes c)
\end{aligned}
$$

Then a solution of the $\mathbb{C}$-reduced AKNS system (4.5) is given by

$$
q=1-P / p, \text { where }
$$

$$
P=\operatorname{det}\left(\begin{array}{cc}
I & -L \\
\bar{L} & I+\bar{L}_{0}
\end{array}\right), \quad p=\operatorname{det}\left(\begin{array}{cc}
I & -L \\
L & I
\end{array}\right)
$$

on every strip $\mathbb{R} \times\left(t_{1}, t_{2}\right)$ on which the denominator $p$ does not vanish.
Proof Apply Theorem 4.1.1 with (i) $B=\bar{A}$ and (ii) $b=-\bar{a}, d=\bar{c}$. By Lemma 7.1.6, we have $\operatorname{spec}(-\bar{A}) \subseteq\left\{z \in \mathbb{C} \mid f_{0}(z)\right.$ is finite $\}$, and $-f_{0}(-\bar{A})=\overline{f_{0}(A)}$. Hence (i) implies that the operator functions $\widehat{M}$ and $\widehat{L}$ are complex conjugate to each other.

Set $C=\Phi_{A, \bar{A}}^{-1}(\bar{a} \otimes c)$. By definition, $C$ is the unique solution of the matrix equation $A X+X \bar{A}=\bar{a} \otimes c$. Thus, from

$$
\overline{A C}+\bar{C} A=\overline{A C+C \bar{A}}=\overline{\bar{a} \otimes c}=a \otimes \bar{c}
$$

we infer $\Phi_{\bar{A}, A}^{-1}(a \otimes \overline{\boldsymbol{c}})=\bar{C}$.
By (i), (ii), this yields $\Phi_{A, B}^{-1}(b \otimes c)=-C, \Phi_{B, A}^{-1}(a \otimes d)=\bar{C}$, and the solution formula in Theorem 4.1.1 reads $q=1-P / p, r=1-\widehat{P} / p$, where

$$
\begin{aligned}
& \quad P=\operatorname{det}\left(\begin{array}{cc}
I & -\widehat{L} C \\
\widehat{\bar{L}} \bar{C} & I+\widehat{\widehat{L}}(\bar{a} \otimes \bar{c})
\end{array}\right), \quad \widehat{P}=\operatorname{det}\left(\begin{array}{cc}
I-\widehat{L}(a \otimes c) & -\widehat{L} C \\
\widehat{L} \bar{C} & I
\end{array}\right), \\
& \text { and } \quad p=\operatorname{det}\left(\begin{array}{cc}
I & -\widehat{L} C \\
\overline{\widehat{L}} \bar{C} & I
\end{array}\right) .
\end{aligned}
$$

It remains to show the linear relation $r=-\bar{q}$ for the $\mathbb{C}$-reduced AKNS system. To this end, we calculate

$$
\begin{aligned}
\bar{P} & =\operatorname{det}\left(I+\overline{\left(\begin{array}{cc}
0 & -\widehat{L} C \\
\overline{\hat{L}} \bar{C} & \widehat{L}(\bar{a} \otimes \bar{c})
\end{array}\right)}\right) \\
& =\operatorname{det}\left(I+\left(\begin{array}{cc}
0 & -\overline{\widehat{L}} \bar{C} \\
\widehat{L} C & \widehat{L}(a \otimes c)
\end{array}\right)\right) \\
& =\operatorname{det}\left(I+\left(\begin{array}{rr}
0 & I \\
-I & 0
\end{array}\right)\left(\begin{array}{cc}
\widehat{L}(a \otimes c) & -\widehat{L} C \\
\widehat{\widehat{L}} \bar{C} & 0
\end{array}\right)\left(\begin{array}{rr}
0 & -I \\
I & 0
\end{array}\right)\right) \\
& =\operatorname{det}\left(I+\left(\begin{array}{cc}
\widehat{L}(a \otimes c) & -\widehat{L} C \\
\overline{\widehat{L}} \bar{C} & 0
\end{array}\right)\right) .
\end{aligned}
$$

Analogously, $\bar{p}=p$.

Finally, using Proposition 2.4.3, we observe

$$
\begin{aligned}
& -\bar{q}=-1+\frac{\bar{P}}{p}=-1+\frac{\operatorname{det}\left(I+\begin{array}{cc}
\widehat{L}(a \otimes c) & -\widehat{L} C \\
\widehat{L} \bar{C} & 0
\end{array}\right)}{\operatorname{det}\left(I+\frac{0}{\widehat{\hat{L}} \bar{C}} \begin{array}{c}
-\widehat{L} C \\
0
\end{array}\right)} \\
& =1-\frac{\operatorname{det}\left(I+\begin{array}{cc}
-\widehat{L}(a \otimes c) & -\widehat{L} C \\
\widehat{\hat{L}} \bar{C} & 0
\end{array}\right)}{\operatorname{det}\left(I+\frac{0}{\hat{\widehat{L}} \bar{C}} \begin{array}{c}
-\widehat{L} C \\
0
\end{array}\right)}=1-\frac{\widehat{P}}{p}=r .
\end{aligned}
$$

This completes the proof.

Lemma 4.3.2. Let $A \in \mathcal{M}_{n, n}(\mathbb{C})$ be as in Proposition 4.3.1 and $U$ a matrix transforming A into Jordan form $J_{A}$, namely $A=U^{-1} J_{A} U$.

Then the solution formula of Proposition 4.3 .1 is not altered if we replace simultaneously $A$ by $J_{A}$ and the vectors a, c by $\left(U^{-1}\right)^{\prime} a, U c$.

Proof In fact, Lemma 4.3.2 is a corollary of Lemma 4.1.2. To see this, we only have to check that the replacements in Lemma 4.1.2 are compatible with the special choices (i), (ii) made in the proof of Proposition 4.3.1. But by (i) it is possible to take $V:=\bar{U}$, and then it is evident that the replacement of the vectors in Lemma 4.1.2 fits to (ii).

By Lemma 4.3.2 any solution coming from a finite matrix can also be generated by its Jordan form. From elementary linear algebra we recall that the Jordan form is essentially unique. We call negaton any solution generated by a Jordan matrix $A$ with the following property:

The eigenvalues $\alpha_{i} \in \operatorname{spec}(A)$ satisfy $\operatorname{Re}\left(\alpha_{i}\right)>0$ for all $i$.
Our notion of negaton is very general. For example, it comprises for the sine-Gordon equation usual solitons (kinks), breathers, as well as groups of solitons drifting apart with logarithmic velocity. The latter type may be called negatons in the closer sense (compare [58], [79]). Sometimes we will use the term negaton also in the more specific sense.

### 4.3.2 Regularity conditions

Next we prove that the solutions of the $\mathbb{C}$-reduced AKNS system in Proposition 4.3 .1 are globally regular. The main ingredient is Proposition 4.3.6. As a first step we prove the following factorization result.

Proposition 4.3.3. Let $A, B \in \mathcal{M}_{n, n}(\mathbb{C})$ be in Jordan form: $A=\operatorname{diag}\left\{A_{j} \mid j=1, \ldots, N\right\}$, $B=\operatorname{diag}\left\{B_{j} \mid j=1, \ldots, N\right\}$, with Jordan blocks $A_{j}, B_{j}$ of dimension $n_{j}$ corresponding to the eigenvalues $\alpha_{j}, \beta_{j}$, respectively. Assume $\operatorname{Re}\left(\alpha_{j}\right), \operatorname{Re}\left(\beta_{j}\right)>0 \forall j$.

Let $a, c \in \mathbb{C}^{n}$ (when decomposed according to the Jordan form, i.e., $a=\left(a_{j}\right)_{j=1}^{N}$ with $\left.a_{j}=\left(a_{j}^{(\mu)}\right)_{\mu=1}^{n_{j}}\right)$ satisfy $a_{j}^{(1)} c_{j}^{\left(n_{j}\right)} \neq 0 \forall j$.

Then the following factorization holds:

$$
\Phi_{A, B}^{-1}(a \otimes c)=S T,
$$

where

$$
T: \bigoplus_{i=1}^{N} \mathbb{C}^{n_{i}} \longrightarrow L_{2}(-\infty, 0], \quad S: L_{2}(-\infty, 0] \longrightarrow \bigoplus_{i=1}^{N} \mathbb{C}^{n_{i}}
$$

are defined by

$$
\begin{aligned}
\left(T e_{i i^{\prime}}\right)(\sigma) & =\frac{1}{\left(i^{\prime}-1\right)!} \frac{\partial^{i^{\prime}-1}}{\partial \beta_{i}^{i^{\prime}-1}}\left(e^{\beta_{i} \sigma+\psi\left(\beta_{i}\right)}\right) \\
S f & =\sum_{i=1}^{N} \sum_{i^{\prime}=1}^{n_{i}}\left(\int_{-\infty}^{0} f(s) \frac{1}{\left(n_{i}-i^{\prime}\right)!} \frac{\partial^{n_{i}-i^{\prime}}}{\partial \alpha_{i}^{n_{i}-i^{\prime}}} e^{\left.\alpha_{i} s+\varphi\left(\alpha_{i}\right) d s\right) e_{i i^{\prime}}}\right.
\end{aligned}
$$

and $\varphi, \psi$ are functions of one complex variable $z$ which fulfill the set of conditions

$$
\begin{equation*}
\left.\frac{1}{\left(j^{\prime}-1\right)!} \frac{\partial^{j^{\prime}-1}}{\partial z^{j^{\prime}-1}} e^{\varphi(z)}\right|_{z=\alpha_{j}}=c_{j}^{\left(n_{j}-j^{\prime}+1\right)},\left.\quad \frac{1}{\left(j^{\prime}-1\right)!} \frac{\partial^{j^{\prime}-1}}{\partial z^{j^{\prime}-1}} e^{\psi(z)}\right|_{z=\beta_{j}}=a_{j}^{\left(j^{\prime}\right)} \tag{4.7}
\end{equation*}
$$

for $j=1, \ldots, N, j^{\prime}=1, \ldots, n_{j}$.
Moreover, TS is the Fredholm integral operator $R_{h} \in \mathcal{L}\left(L_{2}(-\infty, 0]\right)$ defined by

$$
\begin{aligned}
& \left(R_{h} f\right)(s)=\int_{-\infty}^{0} f(\sigma) h(s, \sigma) d \sigma \\
& \quad \text { with kernel } h(s, \sigma)=\sum_{i=1}^{N} \frac{1}{\left(n_{i}-1\right)!}\left(\frac{\partial}{\partial \alpha_{i}}+\frac{\partial}{\partial \beta_{i}}\right)^{n_{i}-1} e^{\alpha_{i} s+\beta_{i} \sigma+\chi\left(\alpha_{i}, \beta_{i}\right)}
\end{aligned}
$$

where $\chi\left(z_{1}, z_{2}\right)=\varphi\left(z_{1}\right)+\psi\left(z_{2}\right)$.
According to the decomposition $\mathbb{C}^{n}=\bigoplus_{\lambda=1}^{N} \mathbb{C}^{n_{\lambda}}, e_{i i^{\prime}} \in \mathbb{C}^{n}$ denotes the vector which is the $i^{\prime}$-th standard basis vector on the component $\mathbb{C}^{n_{i}}$ and the zero-vector on all other components $\mathbb{C}^{n_{\lambda}}, \lambda \neq i$.

Proof First note that (4.7) is always solvable, since we have assumed $a_{j}^{(1)} c_{j}^{\left(n_{j}\right)} \neq 0$. Next, calculating the entries of $S T \in \mathcal{M}_{n, n}(\mathbb{C})$, we observe

$$
\begin{aligned}
& \left\langle S T e_{j j^{\prime}}, e_{i i^{\prime}}\right\rangle=\int_{-\infty}^{0} \frac{1}{\left(j^{\prime}-1\right)!} \frac{\partial^{j^{\prime}-1}}{\partial \beta_{j}^{j^{\prime}-1}} e^{\beta_{j} s+\psi\left(\beta_{j}\right)} \frac{1}{\left(n_{i}-i^{\prime}\right)!} \frac{\partial^{n_{i}-i^{\prime}}}{\partial \alpha_{i}^{n_{i}-i^{\prime}}} \alpha_{i} s+\varphi\left(\alpha_{i}\right) d s \\
& =\sum_{\mu=0}^{j^{\prime}-1} \sum_{\nu=0}^{n_{i}-i^{\prime}} \frac{1}{\left(j^{\prime}-1-\mu\right)!} \frac{\partial^{j^{\prime}-1-\mu}}{\partial \beta_{j}^{j^{\prime}-1-\mu}} e^{\psi\left(\beta_{j}\right)} \frac{1}{\left(n_{i}-i^{\prime}-\nu\right)!} \frac{\partial^{n_{i}-i^{\prime}-\nu}}{\partial \alpha_{i}^{n_{i}-i^{\prime}-\nu}} e^{\varphi\left(\alpha_{i}\right)} \\
& \\
& =\int_{-\infty}^{0} \frac{1}{\mu!} \frac{\partial^{\mu}}{\partial \beta_{j}^{\mu}} e^{\beta_{j} s} \frac{1}{\nu!} \frac{\partial^{\nu}}{\partial \alpha_{i}^{\nu}} e^{\alpha_{i} s} d s \\
& =\sum_{\mu=0}^{j^{\prime}-1} \sum_{\nu=0}^{n_{i}-i^{\prime}} a_{j}^{\left(j^{\prime}-\mu\right)} c_{i}^{\left(i^{\prime}+\nu\right)}(-1)^{\mu+\nu}\binom{\mu+\nu}{\mu}\left(\frac{1}{\alpha_{i}+\beta_{j}}\right)^{\mu+\nu+1} .
\end{aligned}
$$

For the last identity we used, beside the defining relations (4.7) for the functions $\varphi, \psi$, the elementary fact that

$$
\int_{-\infty}^{0} \frac{\partial^{\mu}}{\partial \beta^{\mu}} \frac{\partial^{\nu}}{\partial \alpha^{\nu}} e^{(\alpha+\beta) s} d s=\int_{-\infty}^{0} s^{\mu+\nu} e^{(\alpha+\beta) s} d s=(-1)^{\mu+\nu}(\mu+\nu)!\left(\frac{1}{\alpha+\beta}\right)^{\mu+\nu+1} .
$$

Comparison with Proposition 4.1.3, where $\Phi_{A, B}^{-1}(a \otimes c)=\left(C_{i j}\right)_{i, j=1}^{N}$ was determined explicitly, shows that $\left\langle S T e_{j j^{\prime}}, \epsilon_{i i^{\prime}}\right\rangle$ coincides with the $i^{\prime} j^{\prime}$-th entry of $C_{i j}$. Thus $\Phi_{A, B}^{-1}(a \otimes c)=S T$, and we have obtained a factorization through the Hilbert space $L_{2}(-\infty, 0]$. Vice versa,

$$
\begin{aligned}
& (T S f)(\sigma)= \\
& =\sum_{i=1}^{N} \sum_{i^{\prime}=1}^{n_{i}} \int_{-\infty}^{0} f(s) \frac{1}{\left(n_{i}-i^{\prime}\right)!} \frac{\partial^{n_{i}-i^{\prime}}}{\partial \alpha_{i}^{n_{i}-i^{\prime}}} \epsilon^{\alpha_{i} s+\varphi\left(\alpha_{i}\right)} d s \cdot \frac{1}{\left(i^{\prime}-1\right)!} \frac{\partial^{i^{\prime}-1}}{\partial \beta_{i}^{i^{\prime}-1}} e^{\beta_{i} \sigma+\psi\left(\beta_{i}\right)} \\
& =\int_{-\infty}^{0} f(s)\left[\sum_{i=1}^{N} \frac{1}{\left(n_{i}-1\right)!} \sum_{i^{\prime}=1}^{n_{i}}\binom{n_{i}-1}{i^{\prime}-1} \frac{\partial^{n_{i}-i^{\prime}}}{\partial \alpha_{i}^{n_{i}-i^{\prime}}} \epsilon_{i} s+\varphi\left(\alpha_{i}\right) \frac{\partial^{i^{\prime}-1}}{\partial \beta_{i}^{i^{\prime}-1}} e^{\beta_{i} \sigma+\psi\left(\beta_{i}\right)}\right] d s \\
& =\int_{-\infty}^{0} f(s)\left[\sum_{i=1}^{N} \frac{1}{\left(n_{i}-1\right)!}\left(\frac{\partial}{\partial \alpha_{i}}+\frac{\partial}{\partial \beta_{i}}\right)^{n_{i}-1} e^{\left.\alpha_{i} s+\beta_{i} \sigma+\varphi\left(\alpha_{i}\right)+\psi\left(\beta_{i}\right)\right] d s}\right. \\
& =\left(T_{h} f\right)(\sigma) .
\end{aligned}
$$

This completes the proof.

Remark 4.3.4. Note that Proposition 4.3.3 and its proof also yields the following two statements:
a) If $\alpha_{j}=\beta_{j}$ for all $j$, then the kernel of the Fredholm integral operator $R_{h}$ is even given by

$$
h(s, \sigma)=\sum_{j=1}^{N} \frac{\partial^{n_{j}-1}}{\partial \alpha_{j}^{n_{j}-1}} \exp \left(\alpha_{j}(s+\sigma)+\chi\left(\alpha_{j}\right)\right)
$$

with $\chi(z)=\varphi(z)+\psi(z)$.
b) Let us assume that $\varphi, \psi$ are already constructed as in Proposition 4.3.3. If we start anew from the complex conjugate data, namely the eigenvalues $\bar{\alpha}_{j}, \bar{\beta}_{j}, j=1, \ldots, N$, and the vectors $\bar{a}, \bar{c}$, then (4.7) shows that we can choose the corresponding functions $\hat{\varphi}, \hat{\psi}$ such that $\widehat{\varphi}(\bar{z})=\overline{\varphi(z)}, \widehat{\psi}(\bar{z})=\overline{\psi(z)}$ for all $z$. In particular, we have $\widehat{h}=\bar{h}$ for the respective integral kernels.

Remark 4.3.5. As a byproduct, Proposition 4.3 .3 establishes a nice relation to the methods of Pöppe [10], [75], who used Fredholm integral operators for the construction of solutions to soliton equations. For the sine-Gordon equation, [75] constructed multiple pole solutions. Our result shows in particular how these fit in the general concept of negatons (see [88]).
Proposition 4.3.6. Let the requirements of Proposition 4.3 .1 be met with $A \in \mathcal{M}_{n, n}(\mathbb{C})$ in Jordan form: $A=\operatorname{diag}\left\{A_{j} \mid j=1, \ldots, N\right\}$ with Jordan blocks $A_{j}$ of dimension $n_{j}$ corresponding to the eigenvalue $\alpha_{j}$. Then $L \bar{L}$ is related to the integral operator $R$ on $L_{2}(-\infty, 0]$ given by

$$
(R f)(s)=\int_{-\infty}^{0} f(\sigma) K(s, \sigma) d \sigma \quad \text { with kernel } K(s, \sigma)=\int_{\infty}^{0} k(s+\rho) \overline{k(\sigma+\rho)} d \rho,
$$

where

$$
k(\rho)=\sum_{j=1}^{N} \frac{1}{\left(n_{j}-1\right)!} \frac{\partial^{n_{j}-1}}{\partial \alpha_{j}^{n_{j}-1}} \exp \left(\alpha_{j} \rho+\chi\left(\alpha_{j}\right)\right),
$$

and $\chi=\chi(\alpha ; x, t)$ is an appropriate $\mathcal{C}^{\infty}$-function whose derivatives with respect to $\alpha$ at $\alpha_{j}$ satisfy the property $\overline{\chi^{(\mu)}\left(\alpha_{j}\right)}=\chi^{(\mu)}\left(\bar{\alpha}_{j}\right)$ for $\mu=0, \ldots, n_{j}-1$.

In particular, $R$ is self-adjoint and positive.

Proof Set $\widehat{L}(x, t)=\exp \left(A x+f_{0}(A) t\right)$ and $C=\Phi_{A, \bar{A}}^{-1}(\bar{a} \otimes c)$. Thus $L=\widehat{L} C$. Since $\widehat{L}$ commutes with $A$,

$$
A L+L \bar{A}=\widehat{L}(A C+C \bar{A})=\widehat{L}(\bar{a} \otimes c)=\bar{a} \otimes(\widehat{L} c),
$$

which means that $L=\Phi_{A, \bar{A}}^{-1}(\bar{a} \otimes(\widehat{L} c))$. Now we are in position to apply Proposition 4.3.3, which yields the factorization

$$
L \bar{L}=(S \bar{T})(\bar{S} T),
$$

where $T, \bar{T}: \bigoplus_{\mu=1}^{N} \mathbb{C}^{n_{\mu}} \rightarrow L_{2}(-\infty, 0]$ are given by

$$
\begin{aligned}
& T e_{j j^{\prime}}=f_{j}^{\left(j^{\prime}\right)}, \quad \bar{T} e_{j j^{\prime}}=\overline{f_{j}^{\left(j^{\prime}\right)}}, \\
& \quad \text { with } f_{j}^{\left(j^{\prime}\right)}(s)=\frac{1}{\left(j^{\prime}-1\right)!} \frac{\partial^{j^{\prime}-1}}{\partial \alpha_{j}^{j^{\prime}-1}} \exp \left(\alpha_{j} s+\psi\left(\alpha_{j}\right)\right),
\end{aligned}
$$

and $S, \bar{S}: L_{2}(-\infty, 0] \rightarrow \bigoplus_{\mu=1}^{N} \mathbb{C}^{n_{\mu}}$ are given by

$$
\begin{gathered}
\left\langle S f, e_{j j^{\prime}}\right\rangle=\int_{-\infty}^{0} f(s) g_{j}^{\left(j^{\prime}\right)}(s) d s, \quad\left\langle\bar{S} f, e_{j j^{\prime}}\right\rangle=\int_{-\infty}^{0} f(s) \overline{g_{j}^{\left(j^{\prime}\right)}(s)} d s, \\
\text { with } g_{j}^{\left(j^{\prime}\right)}(s)=\frac{1}{\left(n_{j}-j^{\prime}\right)!} \frac{\partial^{n_{j}-j^{\prime}}}{\partial \alpha_{j}^{n_{j}-j^{\prime}}} \exp \left(\alpha_{j} s+\phi\left(\alpha_{j}\right)\right) .
\end{gathered}
$$

The functions $\psi=\psi(\alpha ; x, t), \phi=\phi(\alpha ; x, t)$ were appropriately constructed. They can be chosen such that its derivatives with respect to $\alpha$ at $\alpha_{j}$ up to order $n_{j}-1$ satisfy $\overline{\phi^{(\mu)}\left(\alpha_{j}\right)}=\phi^{(\mu)}\left(\bar{\alpha}_{j}\right), \overline{\psi^{(\mu)}\left(\alpha_{j}\right)}=\psi^{(\mu)}\left(\bar{\alpha}_{j}\right)$ (for details see Proposition 4.3.3).

Here $e_{j j^{\prime}} \in \mathbb{C}^{n}=\bigoplus_{\mu=1}^{N} \mathbb{C}^{n \mu}$ is the vector which is the $j^{\prime}$-th standard basis vector $e_{n_{j}}^{\left(j^{\prime}\right)}$ on the component $\mathbb{C}^{n_{j}}$ and zero else.

As a consequence, $L \bar{L}$ is related to the operator $R$ on $L_{2}(-\infty, 0]$ given by

$$
R=(T S)(\overline{T S}),
$$

where by Proposition 4.3 .3 (see also Remark 4.3.4) shows that $T S$ and $\overline{T S}$ are integral operators with kernels that are complex conjugated, namely

$$
(T S f)(s)=\int_{-\infty}^{0} f(\sigma) k(s+\sigma) d \sigma, \quad(\overline{T S} f)(s)=\int_{-\infty}^{0} f(\sigma) \overline{k(s+\sigma)} d \sigma
$$

where $k(\rho)=\sum_{j=1}^{N} \frac{1}{\left(n_{j}-1\right)!} \frac{\partial^{n_{j}-1}}{\partial \alpha_{j}^{n_{j}-1}} \exp \left(\alpha_{j} \rho+\chi\left(\alpha_{j}\right)\right)$,
and $\chi=\psi+\phi$. In particular, the derivatives of $\chi$ with respect to $\alpha$ at $\alpha_{j}$ up to order $n_{j}-1$ again satisfy $\overline{\chi^{(\mu)}\left(\alpha_{j}\right)}=\chi^{(\mu)}\left(\bar{\alpha}_{j}\right)$.

The composition of those two integral operators can be easily calculated to be again an integral operator, namely

$$
(R f)(s)=\int_{-\infty}^{0} f(\sigma) K(s, \sigma) d \sigma
$$

with kernel $K(s, \sigma)=\int_{-\infty}^{0} k(s+\rho) \overline{k(\sigma+\rho)} d \rho$.

Observe $\overline{K(s, \sigma)}=K(\sigma, s)$. Therefore, the usual argument $(R g, f)=(g, R f)$ for all $f, g \in L_{2}(-\infty, 0]$, together with the fact that $R$ is a bounded operator, implies that $R$ is self-adjoint.

It remains to prove that $R$ is positive. To this end, we calculate

$$
\begin{aligned}
(R f, f) & =\int_{-\infty}^{0} \int_{-\infty}^{0} f(\sigma) K(s, \sigma) d \sigma \overline{f(s)} d s \\
& =\int_{-\infty}^{0}\left(\int_{-\infty}^{0} k(s+\rho) \overline{f(s)} d s\right)\left(\int_{-\infty}^{0} \overline{k(\sigma+\rho)} f(\sigma) d \sigma\right) d \rho \\
& =\int_{-\infty}^{0}\left|\int_{-\infty}^{0} k(s+\rho) \overline{f(s)} d s\right|^{2} \geq 0
\end{aligned}
$$

for all $f \in L_{2}(-\infty, 0]$. This completes the proof.
As an immediate consequence, we state that negatons are globally regular.
Proposition 4.3.7. The solutions given in Proposition 4.3.1 are defined and regular on all of $\mathbb{R}^{2}$.

Proof Without loss of generality $A$ is in Jordan canonical form (see Lemma 4.3.2). To prove regularity of the solutions in Proposition 4.3 .1 it is sufficient, thanks to Lemma 4.3.8, to show $\operatorname{det}(I+L \bar{L})>0$. Actually, we will even show

$$
\begin{equation*}
\operatorname{det}(I+L \bar{L}) \geq 1 \tag{4.8}
\end{equation*}
$$

This is done exploiting the fact that $L \bar{L}$ is related to the integral operator $R$ on $L_{2}(-\infty, 0]$ in Proposition 4.3.6. Since $R$ is positive, its eigenvalues are non-negative. By the principle of related operators, see Proposition B.2.3, also $L \bar{L}$ has only non-negative eigenvalues. Hence $\operatorname{det}(I+L \bar{L}) \geq 1$.

We supply the relation for determinants used in the preceding proof.
Lemma 4.3.8. For all $S, T \in \mathcal{M}_{n, n}(\mathbb{C})$, the following relation holds

$$
\operatorname{det}\left(\begin{array}{cc}
I & -S \\
T & I
\end{array}\right)=\operatorname{det}(I+S T)
$$

In comparison to the analogous statement on the operator-level in Proposition 2.4.1, no assumption on $S, T$ is needed here.

Proof In the finite-dimensional situation, this proof simply relies on the following elementary manipulations of the determinant on the left-hand side: Multiply the blocks in the second row by $S$ and add them to the blocks in the first row. The result is

$$
\operatorname{det}\left(\begin{array}{cc}
I & -S \\
T & I
\end{array}\right)=\operatorname{det}\left(\begin{array}{cc}
I+S T & 0 \\
T & I
\end{array}\right)
$$

and the assertion follows.

### 4.3.3 Solitons and their characteristic properties

In this section, we construct $N$-solitons for the $\mathbb{C}$-reduced AKNS system and report on their characteristic property: They collide elastically without change of velocity and shape, the only effect is the so-called phase-shift. In mathematical language this behaviour can be understood in terms of their asymptotic behaviour.

## Explicit formula for $N$-solitons

In the sequel we show that generating matrices $A$ in diagonal form in Proposition 4.3.1 lead to superpositions of solitons.

Assume $A=\operatorname{diag}\left\{\alpha_{i} \mid i=1, \ldots, N\right\}$ such that we have $\operatorname{Re}\left(\alpha_{i}\right)>0$ and $f_{0}\left(\alpha_{i}\right)$ is finite $\forall i$. Then the operators $L, L_{0}$ in Proposition 4.3.1 read

$$
\begin{aligned}
L(x, t) & =\left(\frac{\bar{a}_{j} c_{i}}{\alpha_{i}+\bar{\alpha}_{j}} \widehat{\ell}_{i}(x, t)\right)_{i, j=1}^{N} \\
L_{0}(x, t) & =\left(a_{j} c_{i} \widehat{\ell}_{i}(x, t)\right)_{i, j=1}^{N}
\end{aligned}
$$

where $\widehat{\ell}_{i}(x, t)=\exp \left(\alpha_{i} x+f_{0}\left(\alpha_{i}\right) t\right)$ (confer the arguments in the proof of Theorem 4.1.4).
The explicit formula for the resulting $N$-solitons is the following.
Proposition 4.3.9. For complex numbers $\alpha_{j}, j=1, \ldots, N$, which are pairwise different, satisfy $\operatorname{Re}\left(\alpha_{j}\right)>0 \forall j$, and are contained in the set where $f_{0}$ is holomorphic, a solution of the $\mathbb{C}$-reduced AKNS system (4.5) is given by

$$
\begin{gather*}
q=-\frac{1}{p}\left[\sum_{j=1}^{N} \bar{\ell}_{j}+\sum_{\kappa=1}^{N-1} \sum_{\substack{i_{1}, \ldots, i_{k}=1 \\
i_{1}<\ldots i_{k}}}^{N} \sum_{\substack{j_{1}, \ldots, j_{\kappa}=1 \\
j_{1}<\ldots<j_{\kappa}+1}}^{N} \tilde{p}\binom{i_{1}, \ldots, i_{\kappa}}{j_{1}, \ldots, j_{\kappa+1}}\right]  \tag{4.9}\\
\text { where } p=1+\sum_{\kappa=1}^{N} \sum_{\substack{i_{1}, i_{k}=1 \\
i_{1}<, i_{k}<i_{k}}}^{N} \sum_{\substack{j_{1}, \ldots, j_{k}=1 \\
j_{1}<j_{\kappa}}}^{N} \tilde{p}\binom{i_{1}, \ldots, i_{\kappa}}{j_{1}, \ldots, j_{\kappa}} \text { and we have abbreviated } \\
\tilde{p}\binom{i_{1}, \ldots, i_{\kappa}}{j_{1}, \ldots, j_{\lambda}}=\prod_{\mu=1}^{N} \ell_{i_{\mu}} \prod_{\nu=1}^{\lambda} \bar{\ell}_{j_{\nu}} \prod_{\substack{\mu, \nu=1 \\
\mu<\nu}}^{\kappa}\left(\alpha_{i_{\mu}}-\alpha_{i_{\nu}}\right)^{2} \prod_{\substack{\mu, \nu=1 \\
\mu<\nu}}^{\lambda}\left(\bar{\alpha}_{j_{\mu}}-\bar{\alpha}_{j_{\nu}}\right)^{2} / \prod_{\mu=1}^{\kappa} \prod_{\nu=1}^{\lambda}\left(\alpha_{i_{\mu}}+\bar{\alpha}_{j_{\nu}}\right)^{2}
\end{gather*}
$$

with $\ell_{j}(x, t)=\ell_{j}^{(0)} \exp \left(\alpha_{j} x+f_{0}\left(\alpha_{j}\right) t\right)$, and arbitrary constants $\ell_{j}^{(0)} \in \mathbb{C} \backslash\{0\}, j=1, \ldots, N$.
Moreover, then solution $q$ is regular on all of $\mathbb{R}^{2}$.
We assumed the $\alpha_{j}$ to be pairwise different in order to avoid cancellation phenomena. In fact it can be shown that, if an eigenvalue appears with higher multiplicity, there is nevertheless only one soliton with corresponding velocity.

Proof Proposition 4.3.9 follows from Proposition 4.3.1 in completely the same way as Theorem 4.1.4 from Theorem 4.1.1. Since this amounts to setting (i) $B=\bar{A}$ and (ii) $b=-\bar{a}, d=\bar{c}$ in the proof of Theorem 4.1.4 (compare the proof of Proposition 4.3.1), the resulting formulas simply can be carried over by replacing
a) $m, n$ by $N$,
b) $f_{j}, g_{j}$ by $-\ell_{j}, \overline{\ell_{j}}$, and
c) $q$ by $-q$.

The reason for $c$ ) is the following: The sign in (ii) implies that there is no sign in front of the lower right block in (4.3). As a consequence there is an additional sign in the evaluation of the corresponding principal minor (4.4) if $m=n+1$.

Regularity follows from Proposition 4.3.7.
In particular, for $N=1$ we recover the one-soliton

$$
\begin{align*}
q(x, t) & =-\left(1+\ell(x, t) \overline{\ell(x, t)} /(\alpha+\bar{\alpha})^{2}\right)^{-1} \overline{\ell(x, t)}  \tag{4.10}\\
& =-\operatorname{Re}(\alpha) e^{-\mathrm{i} \operatorname{Im}(\Gamma(x, t))} \cosh ^{-1}(\operatorname{Re}(\Gamma(x, t)))
\end{align*}
$$

where $\Gamma(x, t)=\alpha x+f_{0}(\alpha) t+\varphi$ and $\exp (\varphi)=\ell^{(0)} /(\alpha+\bar{\alpha})$.

## Asymptotic behaviour

First of all we have to define when two functions coincide asymptotically.
Definition 4.3.10. Two functions $u=u(x, t), v=v(x, t)$ are of the same asymptotic behaviour for $t \rightarrow \infty(t \rightarrow-\infty)$, if for every $\epsilon>0$ there is a $t_{\epsilon}$ such that for $t>t_{\epsilon}\left(t<t_{\epsilon}\right)$ we have $|u(x, t)-v(x, t)|<\epsilon$ uniformly in $x$.

In this case, we write $u(x, t) \approx v(x, t)$ for $t \approx \infty(t \approx-\infty)$.
The following result describes the characteristic behaviour of $N$-solitons. It is well-known for particular equations of the $\mathbb{C}$-reduced AKNS system (see for example [69] for the sineGordon and the Nonlinear Schrödinger equation). We will not give a proof here because the result is a special case of Theorem 5.1.2.

Theorem 4.3.11. Let $\alpha_{j} \in \mathbb{C}, j=1, \ldots, N$, are as assumed in Proposition 4.3.9, and choose $\ell_{j}^{(0)} \in \mathbb{C} \backslash\{0\}, j=1, \ldots, N$, arbitrarily. Moreover, assume that the $v_{j}$ defined by

$$
\begin{equation*}
v_{j}=-\operatorname{Re}\left(f_{0}\left(\alpha_{j}\right)\right) / \operatorname{Re}\left(\alpha_{j}\right) \tag{4.11}
\end{equation*}
$$

are pairwise different.
To these data we associate the single solitons

$$
\begin{align*}
q_{j}^{ \pm}(x, t)=-\operatorname{Re}\left(\alpha_{j}\right) e^{-i \operatorname{Im}\left(\Gamma_{j}^{ \pm}(x, t)\right)} \cosh ^{-1}\left(\operatorname{Re}\left(\Gamma_{j}^{ \pm}(x, t)\right)\right)  \tag{4.12}\\
\text { with } \Gamma_{j}^{ \pm}(x, t)=\alpha_{j} x+f_{0}\left(\alpha_{j}\right) t+\varphi_{j}+\varphi_{j}^{ \pm}
\end{align*}
$$

where the quantities $\varphi_{j}$ are given by $\exp \left(\varphi_{j}\right)=\ell_{j}^{(0)} /\left(\alpha_{j}+\bar{\alpha}_{j}\right)$ and $\varphi_{j}^{ \pm}$by the explicit formula (modulo $2 \pi \mathrm{i} \mathbb{Z}$ )

$$
\begin{equation*}
\exp \left(\varphi_{j}^{ \pm}\right)=\prod_{k \in \Lambda_{j}^{ \pm}}\left[\frac{\alpha_{k}-\alpha_{j}}{\bar{\alpha}_{k}+\alpha_{j}}\right]^{2} \tag{4.13}
\end{equation*}
$$

with the index sets $\Lambda_{j}^{ \pm}=\left\{k=1, \ldots, N \mid v_{j}>v_{k}\right\}$.
Then the asymptotic behaviour of the solution in Proposition 4.3.9 is described by

$$
\begin{equation*}
q(x, t) \approx \sum_{j=1}^{N} q_{j}^{ \pm}(x, t) \quad \text { for } t \approx \pm \infty \tag{4.14}
\end{equation*}
$$

The $v_{j}$ are the velocities of the solitons $q_{j}^{ \pm}$. Observe that the assumption that the $v_{j}$ are pairwise different implies the same for the $\alpha_{j}$. The quantities $\varphi_{j}^{ \pm}$, which indicate a position shift in the asymptotic forms, are called phase-shifts.

Geometrically, the above result can be visualized as follows:
For large negative times, all solitons are well separated, each travelling with constant velocity. As time goes by, faster solitons will overtake slower ones. The resulting collisions do not change shape and velocity of the solitons, the only effect being a phase-shift. For large positive times the picture is the same as in the beginning except for the fact that the solitons travel in reversed order.

Note that the assumption $\operatorname{Re}\left(\alpha_{j}\right)>0$ assures regularity of the solitons. The assumption that the $v_{j}$ are pairwise different means that the solitons move with different velocities. Groups of solitons moving with identical velocity exist and are called formations of solitons in [69]. It is tempting to exclude them in general asymptotic results because formations
cannot be separated in asymptotic terms. But they can be treated as a whole, giving rise to more and more complicated 'atomic' building blocks. We will not formalize this, but we emphasize that formations, at least in examples of lower complexity, can be understood in asymptotic terms by our methods. As an example we give in Theorem 5.2 .2 a complete result, including breathers, for the $\mathbb{R}$-reduced AKNS system.

An immediate consequence is the following conservation law.
Corollary 4.3.12. The sum of all phase-shifts vanishes, $\sum_{j=1}^{N}\left(\varphi_{j}^{+}-\varphi_{j}^{-}\right)=0(\bmod 2 \pi \mathrm{i})$.

### 4.4 The $\mathbb{R}$-reduced AKNS system and reality questions

For the $\mathbb{R}$-reduced AKNS system we get more accessible solution formulas, where the structure of the determinant, always the main difficulty in applications, becomes considerably simpler. Then we discuss reality conditions.

Regarding the $\mathbb{R}$-reduced AKNS as a further reduction of the $\mathbb{C}$-reduced AKNS system is just an alternative approach to our topic, which enables us to carry over certain structural properties proved in the previous section.

The $\mathbb{R}$-reduced case presents a distinguished kind of formations of solitons, the so-called breathers. In preparation of the full negaton case we will focus on a solution class which combines solitons and breathers.

### 4.4.1 The improved solution formula and reality conditions

For the $\mathbb{R}$-reduced AKNS system we obtained in Theorem 2.5.1 a solution formula which looks more tractible than the form for the $\mathbb{C}$-reduced AKNS system. In the sequel we will look for appropriate conditions sufficient for the reality of the solutions. In the applications, this will amount to choosing the eigenvalues of the generating matrix $A$ as a symmetric set with respect to the real axis.

The following proposition is a reformulation of Theorem 2.5.1 b) for matrices.
Proposition 4.4.1. Let $A \in \mathcal{M}_{n, n}(\mathbb{C})$ satisfy $\operatorname{spec}(A) \subseteq\left\{z \in \mathbb{C} \mid \operatorname{Re}(z)>0\right.$ and $f_{0}(z)$ is finite $\}$, and let $a, c \in \mathbb{C}^{n}$ be non-zero. Define the operator-function

$$
L(x, t)=\exp \left(A x+f_{0}(A) t\right) \Phi_{A, A}^{-1}(a \otimes c)
$$

Then a solution of the $\mathbb{R}$-reduced AKNS system (4.6) is given by

$$
\begin{equation*}
q=\mathrm{i} \frac{\partial}{\partial x} \log \frac{\operatorname{det}(I+\mathrm{i} L)}{\operatorname{det}(I-\mathrm{i} L)} \tag{4.15}
\end{equation*}
$$

on strips $\mathbb{R} \times\left(t_{1}, t_{2}\right)$ where both determinants do not vanish.
For the $\mathbb{R}$-reduced AKNS system we are mainly interested in real-valued solutions. This can be achieved by imposing a certain relation between the data $A, a, c$ and their complex conjugates. Recall that a rational function $f_{0}$ is called real if $f_{0}(x) \in \mathbb{R}$ for all $x \in \mathbb{R}$ where $f_{0}$ is finite.
Proposition 4.4.2. Let the requirement of Proposition 4.4.1 be met and $f_{0}$ be real. Assume, in addition, that there is an invertible matrix $\Pi \in \mathcal{M}_{n, n}(\mathbb{C})$ such that

$$
\begin{equation*}
\bar{A}=\Pi A \Pi^{-1}, \quad \Pi^{\prime} \bar{a}=a, \quad \Pi^{-1} \bar{c}=c \tag{4.16}
\end{equation*}
$$

Then the solution $q$ in Proposition 4.4 .1 is real-valued on the strips $\mathbb{R} \times\left(t_{1}, t_{2}\right)$ where it is defined.

Proof By Lemma 4.4.4, reality of $f_{0}$ shows that $f_{0}=\hat{f} / \hat{g}$ for two relatively prime polynomials $\hat{f}, \hat{g}$ with real coefficients. Since $\operatorname{spec}(A) \cap\{z \in \mathbb{C} \mid \hat{g}(z)=0\}=\emptyset$, the holomorphic function calculus yields $(\hat{f} / \hat{g})(A)=(\hat{g}(A))^{-1} \hat{f}(A)$ (see [82]). For the polynomial $\hat{g}$ (and also for $\hat{f}$ ) we have $\overline{\hat{g}(A)}=\hat{g}(\bar{A})$, and therefore $\overline{f_{0}(A)}=f_{0}(\bar{A})$.

As a consequence, $\overline{f_{0}(A)}=\Pi f_{0}(A) \Pi^{-1}$, and the definition of the exponential function $\widehat{L}(x, t)=\exp \left(A x+f_{0}(A) t\right)$ as a power series yields

$$
\begin{aligned}
\overline{\widehat{L}(x, t)} & =\overline{\exp \left(A x+f_{0}(A) t\right)}=\exp \left(\bar{A} x+f_{0}(\bar{A}) t\right) \\
& =\Pi \exp \left(A x+f_{0}(A) t\right) \Pi^{-1}=\Pi \widehat{L}(x, t) \Pi^{-1} .
\end{aligned}
$$

Secondly, from the unique solvability of the equation $A X+X A=a \otimes c$ with solution $C:=\Phi_{A, A}^{-1}(a \otimes c)$ and (4.16) we infer from

$$
\bar{a} \otimes \bar{c}=\overline{a \otimes c}=\overline{A C+C A}=\Pi\left(A\left(\Pi^{-1} \bar{C} \Pi\right)+\left(\Pi^{-1} \bar{C} \Pi\right) A\right) \Pi^{-1}
$$

that $\Pi^{-1} \bar{C} \Pi=\Phi_{A, A}^{-1}\left(\Pi^{-1}(\bar{a} \otimes \bar{c}) \Pi\right)=\Phi_{A, A}^{-1}\left(\left(\Pi^{\prime} \bar{a}\right) \otimes\left(\Pi^{-1} \bar{c}\right)\right)=\Phi_{A, A}^{-1}(a \otimes c)$. In other words, $\bar{C}=\Pi C \Pi^{-1}$. This yields the following identity

$$
\begin{aligned}
\overline{\operatorname{det}(I-\mathrm{i} L)} & =\overline{\operatorname{det}(I-\mathrm{i} \widehat{L} C)}=\operatorname{det}(I+\mathrm{i} \overline{\mathrm{~L} C})=\operatorname{det}\left(I+\mathrm{i} \Pi(\widehat{L} C) \Pi^{-1}\right) \\
& =\operatorname{det}(I+\mathrm{i} \widehat{L} C)=\operatorname{det}(I+\mathrm{i} L) .
\end{aligned}
$$

To conclude,

$$
\bar{q}=-\mathrm{i} \frac{\partial}{\partial x} \log \overline{\left(\frac{\operatorname{det}(I+\mathrm{i} L)}{\operatorname{det}(I-\mathrm{i} L)}\right)}=-\mathrm{i} \frac{\partial}{\partial x} \log \frac{\operatorname{det}(I-\mathrm{i} L)}{\operatorname{det}(I+\mathrm{i} L)}=\mathrm{i} \frac{\partial}{\partial x} \log \frac{\operatorname{det}(I+\mathrm{i} L)}{\operatorname{det}(I-\mathrm{i} L)}=q,
$$

and $q$ is real.

Remark 4.4.3. The above proof shows also that, under the assumption of Proposition 4.4.2, the solution $q$ in Proposition 4.4.1 can be rewritten as

$$
q(x, t)=-\mathrm{i} \frac{\partial}{\partial x} \log \frac{\overline{p(x, t)}}{p(x, t)} \quad \text { with } p(x, t)=\operatorname{det}(I+\mathrm{i} L(x, t)) .
$$

Lemma 4.4.4. Let $f$ be a rational function with $f(x) \in \mathbb{R}$ for all $x \in \mathbb{R}$ where $f$ is finite. Then $f$ is the ratio of two relatively prime polynomials with real coefficients.
Proof Consider the unique reduced factorization

$$
\begin{equation*}
f(z)=c \frac{\prod_{j=1}^{m}\left(z-a_{j}\right)}{\prod_{k=1}^{n}\left(z-b_{k}\right)} \tag{4.17}
\end{equation*}
$$

Then, for all $x \in \mathbb{R}$ where $f$ is finite,

$$
\begin{equation*}
c \prod_{j=1}^{m}\left(x-a_{j}\right) \prod_{k=1}^{n}\left(x-\bar{b}_{k}\right)=c \frac{\prod_{j=1}^{m}\left(x-a_{j}\right) \prod_{k=1}^{n}\left|x-b_{k}\right|^{2}}{\prod_{k=1}^{n}\left(x-b_{k}\right)} \in \mathbb{R} \tag{4.18}
\end{equation*}
$$

The polynomial $g(z)=c \prod_{j=1}^{m}\left(z-a_{j}\right) \prod_{k=1}^{n}\left(z-\bar{b}_{k}\right)$ coincides with (4.18) for $z \in \mathbb{R}$. Expand $\left.g\right|_{\mathbb{R}}$ in its Taylor series,

$$
g(x)=\sum_{j=0}^{n+m} c_{j} x^{j}, \quad c_{j} \in \mathbb{R} .
$$

This implies $g(z)=\sum_{j=0}^{n+m} c_{j} z^{j}$ and thus $g \in \mathbb{R}[x]$. As a consequence, the zeros of $g$ are either real or come in complex conjugated pairs. Since (4.17) is reduced, no $b_{k}$ can be conjugated to some $a_{j}$. Therefore, $\prod_{j=1}^{m}\left(z-a_{j}\right), \prod_{k=1}^{n}\left(z-b_{k}\right) \in \mathbb{R}[z]$ and $c \in \mathbb{R}$.

### 4.4.2 An alternative deduction of solutions from the $\mathbb{C}$-reduced AKNS by symmetry constraints

Subsequently we derive the solution formula for the $\mathbb{R}$-reduced AKNS system in the following manner: We start from the solution formula for the $\mathbb{C}$-reduced AKNS system in Proposition 4.3.1 and impose the condition (4.16) on the involved data. The main advantage of this link between $\mathbb{R}$-reduction and $\mathbb{C}$-reduction of the AKNS system is that it becomes possible to derive some properties of the $\mathbb{R}$-reduction, for example regularity, as immediate corollaries.
Proposition 4.4.5. Let $A \in \mathcal{M}_{n, n}(\mathbb{C})$ satisfy $\operatorname{spec}(A) \subseteq\left\{z \in \mathbb{C} \mid \operatorname{Re}(z)>0\right.$ and $f_{0}(z)$ is finite $\}$, and let $a, c \in \mathbb{C}^{n} \backslash\{0\}$. Assume that $f_{0}$ is real, and that there is an invertible matrix $\Pi \in \mathcal{M}_{n, n}(\mathbb{C})$ such that (4.16) holds.

Then any solution in Proposition 4.4.2 belongs to the solutions constructed in Proposition 4.3.1.
Proof First observe that, for $f_{0}$ real, the conditions $\overline{f_{0}(z)}=-f_{0}(-\bar{z})$ and $f_{0}(z)=-f_{0}(-z)$ for the $\mathbb{C}$-reduced and the $\mathbb{R}$-reduced AKNS systems, respectively, are equivalent.

Consequently, $\widehat{\hat{L}(x, t)}=\Pi \widehat{L}(x, t) \Pi^{-1}$ for $\widehat{L}(x, t)=\exp \left(A x+f_{0}(A) t\right)$, because

$$
\begin{aligned}
\overline{\widehat{L}(x, t)} & =\overline{\exp \left(A x+f_{0}(A) t\right)}=\exp \left(\bar{A} x-f_{0}(-\bar{A}) t\right) \\
& =\Pi \exp \left(A x-f_{0}(-A) t\right) \Pi^{-1}=\Pi \widehat{L}(x, t) \Pi^{-1}
\end{aligned}
$$

Next, set $C=\Phi_{A, A}^{-1}(a \otimes c)$, and observe the identities $\Phi_{A, \bar{A}}^{-1}(\bar{a} \otimes c)=C \Pi^{-1}, \Phi_{\bar{A}, A}^{-1}(a \otimes \bar{c})=\Pi C$, which follow from

$$
\begin{aligned}
& \bar{a} \otimes c=\left(\left(\Pi^{\prime}\right)^{-1} a\right) \otimes c=(a \otimes c) \Pi^{-1}=(A C+C A) \Pi^{-1}=A\left(C \Pi^{-1}\right)+\left(C \Pi^{-1}\right) \bar{A}, \\
& a \otimes \bar{c}=a \otimes(\Pi c)=\Pi(a \otimes c)=\Pi(A C+C A)=\bar{A}(\Pi C)+(\Pi C) A
\end{aligned}
$$

and $\bar{a} \otimes \bar{c}=\Pi(a \otimes c) \Pi^{-1}$.
Thus we get

$$
\widehat{L} \Phi_{A, \bar{A}}^{-1}(\bar{a} \otimes c)=(\widehat{L} C) \Pi^{-1}, \quad \overline{\widehat{L}} \Phi_{\bar{A}, A}^{-1}(a \otimes \bar{c})=\Pi(\widehat{L} C), \quad \overline{\widehat{L}}(\bar{a} \otimes \bar{c})=\Pi(\widehat{L}(a \otimes c)) \Pi^{-1}
$$

As a consequence, the solution $q$ in Proposition 4.3.1 reads

$$
\begin{aligned}
q= & 1-P / p, \text { where } \\
& P=\operatorname{det}\left(I+\left(\begin{array}{cc}
0 & -(\widehat{L} C) \Pi^{-1} \\
\Pi(\widehat{L} C) & \Pi(\widehat{L}(a \otimes c)) \Pi^{-1}
\end{array}\right)\right) \\
& p=\operatorname{det}\left(I+\left(\begin{array}{cc}
0 & -(\widehat{L} C) \Pi^{-1} \\
\Pi(\widehat{L} C) & 0
\end{array}\right)\right)
\end{aligned}
$$

The following manipulation shows that the matrix $\Pi$ cancels in the above expressions,

$$
\begin{aligned}
P & =\operatorname{det}\left(I+\left(\begin{array}{cc}
I & 0 \\
0 & \Pi
\end{array}\right)\left(\begin{array}{cc}
0 & -\widehat{L} C \\
\widehat{L} C & \widehat{L}(a \otimes c)
\end{array}\right)\left(\begin{array}{cc}
I & 0 \\
0 & \Pi^{-1}
\end{array}\right)\right) \\
& =\operatorname{det}\left(I+\left(\begin{array}{cc}
0 & -\widehat{L} C \\
\widehat{L} C & \widehat{L}(a \otimes c)
\end{array}\right)\right)
\end{aligned}
$$

Hence the coincidence of the solution formula for $q$ in Proposition 4.3.1 with (4.15) can be verified by the subsequent arguments.

$$
q=1-\frac{\operatorname{det}\left(I+\left(\begin{array}{cc}
0 & -\widehat{L} C \\
\widehat{L} C & \widehat{L}(a \otimes c)
\end{array}\right)\right)}{\operatorname{det}\left(I+\left(\begin{array}{cc}
0 & -\widehat{L} C \\
\widehat{L} C & 0
\end{array}\right)\right)}
$$

$$
\begin{aligned}
& =1-\operatorname{det}\left(I+\left(I+\left(\begin{array}{cc}
0 & -\widehat{L} C \\
\widehat{L} C & 0
\end{array}\right)\right)^{-1}\left(\begin{array}{cc}
0 & 0 \\
0 & \widehat{L}(a \otimes c)
\end{array}\right)\right) \\
& =-\operatorname{tr}\left(\left(I+\left(\begin{array}{cc}
0 & -\widehat{L} C \\
\widehat{L} C & 0
\end{array}\right)\right)^{-1}\left(\begin{array}{ccc}
0 & 0 \\
0 & \widehat{L}(a \otimes c)
\end{array}\right)\right),
\end{aligned}
$$

because $\operatorname{det}(I+b \otimes d)=1+\langle d, b\rangle=1+\operatorname{tr}(b \otimes d)$ for one-dimensional matrices $b \otimes d$. Now we invert explicitly

$$
\left(I+\left(\begin{array}{cc}
0 & -\widehat{L} C \\
\widehat{L} C & 0
\end{array}\right)\right)^{-1}=\left(\begin{array}{cc}
\left(I+(\widehat{L} C)^{2}\right)^{-1} & 0 \\
0 & \left(I+(\widehat{L} C)^{2}\right)^{-1}
\end{array}\right)\left(\begin{array}{cc}
I & \widehat{L} C \\
-\widehat{L} C & I
\end{array}\right)
$$

and multiply the appearing matrices with each other. For the trace, this yields

$$
\begin{align*}
q & =-\operatorname{tr}\left(\left(I+(\widehat{L} C)^{2}\right)^{-1} \widehat{L}(a \otimes c)\right) \\
& =-\operatorname{tr}\left(\left(I+(\widehat{L} C)^{2}\right)^{-1} \widehat{L}(A C+C A)\right) \\
& =-2 \operatorname{tr}\left(\left(I+(\widehat{L} C)^{2}\right)^{-1} A(\widehat{L} C)\right)  \tag{4.19}\\
& =-\operatorname{tr}\left(\left[(I+\mathrm{i} L)^{-1}+(I-\mathrm{i} L)^{-1}\right] L_{x}\right) \\
& =\mathrm{itr}\left((I+\mathrm{i} L)^{-1}(\mathrm{i} L)_{x}\right)-\mathrm{i} \operatorname{tr}\left((I-\mathrm{i} L)^{-1}(-\mathrm{i} L)_{x}\right) \\
& =\mathrm{i} \frac{\partial}{\partial x} \log \frac{\operatorname{det}(I+\mathrm{i} L)}{\operatorname{det}(I-\mathrm{i} L)},
\end{align*}
$$

where we used the trace property in (4.19), $L=\widehat{L} C$, and the derivation rule for determinants (see Proposition B.2.12) for the last equality.

Exploiting the link between $\mathbb{C}$ - and $\mathbb{R}$-reduction in Proposition 4.4.5, the following statements are immediate corollaries of Lemma 4.3.2, Poposition 4.3.7.

Lemma 4.4.6. Let $A \in \mathcal{M}_{n, n}(\mathbb{C})$ be as in Proposition 4.4.1 and $U$ a matrix transforming A into Jordan form $J_{A}$, namely $A=U^{-1} J_{A} U$. Suppose that the assumptions of Proposition 4.4.2 are met.

Then the solution is not altered upon replacing simultaneously $A$ by $J_{A}$ and the vectors $a, c$ by $\left(U^{-1}\right)^{\prime} a, U c$.
Proposition 4.4.7. The solutions in Proposition 4.4.2 are regular on all of $\mathbb{R}^{2}$.
Remark 4.4.8. By Lemma 4.4.6, we can always assume that $A$ is in Jordan form. For a Jordan block $A_{j}$ and a vector $v \in \mathbb{C}^{n}$, we call the entries of $v$ appearing in the same lines as $A_{j}$ the part of $v$ corresponding to $A_{j}$. There is a natural choice to fulfill (4.16).

1. For the real eigenvalues the parts of a, c corresponding to the associated Jordan blocks have real entries.
2. Nonreal eigenvalues always appear in complex conjugate pairs $\alpha_{j}, \alpha_{\bar{\jmath}}=\bar{\alpha}_{j}$. There are unique associated Jordan blocks $A_{j}, A_{\bar{\jmath}}$ of equal size, and the entries of $a, c$ corresponing to $A_{j}, A_{\bar{\jmath}}$ are complex conjugate, respectively.

### 4.4.3 Solitons, bound states of solitons, and their particle behaviour

Remarkably simpler soliton formulas can be obtained for the $\mathbb{R}$-reduced AKNS system. For the sine-Gordon equation, a comparable result was already obtained in [90].

Proposition 4.4.9. For pairwise different complex numbers $\alpha_{j}, j=1, \ldots N$, stisfying $\operatorname{Re}\left(\alpha_{j}\right)>0$ and contained in the domain where $f_{0}$ is holomorphic, a solution of the $\mathbb{R}$ reduced A KNS system (4.6) is given by

$$
\begin{align*}
q= & -\mathrm{i} \frac{\partial}{\partial x} \log \frac{\bar{p}}{p}, \\
& \text { where } \quad p=1+\sum_{\kappa=1}^{N} \mathrm{i}^{\kappa} \sum_{\substack{j_{1}, \ldots, j_{k}=1 \\
j_{1}<\cdots<j_{k}}}^{N} \prod_{\mu=1}^{\kappa} \ell_{j_{\mu}} \prod_{\substack{\mu, \nu=1 \\
\mu<\nu}}^{\kappa}\left[\frac{\alpha_{j_{\mu}}-\alpha_{j_{\nu}}}{\alpha_{j_{\mu}}+\alpha_{j_{\nu}}}\right]^{2} \tag{4.20}
\end{align*}
$$

with $\ell_{j}(x, t)=\ell_{j}^{(0)} \exp \left(\alpha_{j} x+f_{0}\left(\alpha_{j}\right) t\right)$ and arbitrary constants $\ell_{j}^{(0)} \in \mathbb{C}\{0\}, j=1, \ldots, N$.
Assume that for each $j, \alpha_{j}$ and $\ell_{j}^{(0)}$ are either real or there is a unique index $\bar{\jmath}$ with $\alpha_{\bar{j}}=\bar{\alpha}_{j}$ and $\ell_{\bar{J}}^{(0)}=\bar{\ell}_{j}^{(0)}$. Then $q$ is real-valued and regular on all of $\mathbb{R}^{2}$.

Proof Let us define the generating matrix $A \in \mathcal{M}_{N, N}(\mathbb{C})$ in the solution formula of Proposition 4.4.1 as $A=\operatorname{diag}\left\{\alpha_{j} \mid j=1, \ldots, N\right\}$. Since $\operatorname{Re}\left(\alpha_{j}\right)>0 \forall j$ by assumption, we in particular we have $0 \notin \operatorname{spec}(A)+\operatorname{spec}(A)$.

Thus we are in position to apply Proposition 4.4.1 and Remark 4.4.3 and obtain a solution $q$ of the $\mathbb{C}$-reduced AKNS system by

$$
q=-\mathrm{i} \frac{\partial}{\partial x} \log \frac{\bar{p}}{p}, \quad \text { where } \quad p_{ \pm}=\operatorname{det}\left(I+\mathrm{i} \widehat{L} \Phi_{A, A}^{-1}(a \otimes c)\right)
$$

where $\widehat{L}(x, t)=\exp \left(A x+f_{0}(A) t\right)$.
One directly verifies

$$
\begin{equation*}
\widehat{L}=\operatorname{diag}\left\{\widehat{\ell}_{j} \mid j=1, \ldots, N\right\} \text { with } \widehat{\ell}_{j}(x, t)=\left(\alpha_{j} x+f_{0}\left(\alpha_{j}\right) t\right), \tag{i}
\end{equation*}
$$

(ii) $\quad \Phi_{A, A}^{-1}(a \otimes c)=\left(\frac{a_{j^{\prime}} c_{j}}{\alpha_{j}+\alpha_{j^{\prime}}}\right)_{j, j^{\prime}=1}^{N}$.

Inserting this data into the solution formula, and using the expansion rule for determinants (confer Lemma 4.1.6), we derive

$$
\begin{aligned}
p & =\operatorname{det}\left(\delta_{j j^{\prime}} \mathrm{i} \frac{a_{j^{\prime}} c_{j}}{\alpha_{j}+\alpha_{j^{\prime}}} \widehat{\ell}_{j}\right)_{j, j^{\prime}=1}^{N} \\
& =1+\sum_{\kappa=1}^{N} \mathrm{i}^{\kappa} \sum_{\substack{j_{1}, \ldots, j_{k}=1 \\
j_{1}<\ldots<j_{k}}}^{N} \operatorname{det}\left(\frac{a_{j_{\nu}} c_{j_{\mu}}}{\alpha_{j_{\mu}}+\alpha_{j_{\nu}}} \widehat{\ell}_{j_{\mu}}\right)^{\kappa} \\
& =1+\sum_{\kappa, \nu=1}^{N} \mathrm{i}^{\kappa} \sum_{\substack{j_{1}, \ldots, j_{k}=1 \\
j_{1}<\ldots<j_{k}}}^{N} \prod_{\mu=1}^{\kappa} a_{j_{\mu}} c_{j_{\mu}} \widehat{\ell}_{j_{\mu}} \quad \operatorname{det}\left(\frac{1}{\alpha_{j_{\mu}}+\alpha_{j_{\nu}}}\right)_{\mu, \nu=1}^{\kappa} \\
& =1+\sum_{\kappa=1}^{N} \mathrm{i}^{\kappa} \sum_{\substack{j_{1}, \ldots, j_{k}=1 \\
j_{1}<\ldots<j_{k}}}^{N} \prod_{\mu=1}^{n} \frac{a_{j_{\mu}} c_{j_{\mu}}}{2 \alpha_{j_{\mu}}} \widehat{\ell}_{j_{\mu}} \prod_{\substack{\mu, \nu=1 \\
\mu<\nu}}^{N}\left[\frac{\alpha_{j_{\mu}}-\alpha_{j_{\nu}}}{\alpha_{j_{\mu}}+\alpha_{j_{\nu}}}\right]^{2},
\end{aligned}
$$

where the last equality relies on Lemma 6.1.2. Reality of the solutions follows from Proposition 4.4.2, regularity from Proposition 4.4.7.

In particular, for $N=1$ and $\alpha=\alpha_{1}, \ell^{(0)}=\ell_{1}^{(0)}$ real, we get

$$
\begin{array}{rlr}
q(x, t) & =-\mathrm{i} \frac{\partial}{\partial x} \log \frac{\overline{p(x, t)}}{p(x, t)}, & \text { where } p(x, t)=1+\mathrm{i} \ell(x, t) \\
& =-\alpha \epsilon \cosh ^{-1}(\Gamma(x, t))
\end{array}
$$

with the real-valued function $\Gamma(x, t)=\alpha x+f_{0}(\alpha) t+\varphi$ and $\ell^{(0)}=\epsilon \exp (\varphi)$ with $\varphi \in \mathbb{R}$, $\epsilon= \pm 1$. This solution is called soliton for $\operatorname{sgn}(\alpha \epsilon)<0$ and antisoliton for $\operatorname{sgn}(\alpha \epsilon)>0$.

The next interesting special case is $N=2$, and $\alpha=\alpha_{1}=\bar{\alpha}_{2}, \ell^{(0)}=\ell_{1}^{(0)}=\bar{\ell}_{2}^{(0)}$. In this case we obtain the so-called breather, or pulsating soliton,

$$
q(x, t)=-\mathrm{i} \frac{\partial}{\partial x} \log \frac{\overline{p(x, t)}}{p(x, t)},
$$

where

$$
\begin{aligned}
p(x, t) & =1+\mathrm{i}(\ell(x, t)+\overline{\ell(x, t)})-\left(\frac{\alpha-\bar{\alpha}}{\alpha+\bar{\alpha}}\right)^{2} \ell(x, t) \overline{\ell(x, t)} \\
& =1+\mathrm{i} \gamma^{-1}(\exp (\Gamma(x, t))+\exp (\overline{\Gamma(x, t)}))+\exp (\Gamma(x, t)+\overline{\Gamma(x, t)})
\end{aligned}
$$

for $\Gamma(x, t)=\alpha x+f_{0}(\alpha) t+\varphi+\log \gamma$ with $\gamma=|\operatorname{Im}(\alpha) / \operatorname{Re}(\alpha)|$, and $\exp (\varphi)=\ell^{(0)}$.
Then

$$
\begin{aligned}
q(x, t)= & -\mathrm{i} \frac{\partial}{\partial x} \log \frac{1-\mathrm{i} f(x, t)}{1+\mathrm{i} f(x, t)}=-2\left(1+f(x, t)^{2}\right)^{-1} \frac{\partial}{\partial x} f(x, t), \\
& \text { where } f(x, t)=\gamma^{-1} \cos (\operatorname{Im}(\Gamma(x, t))) \cosh ^{-1}(\operatorname{Re}(\Gamma(x, t))) .
\end{aligned}
$$

This solution represents a bound state of two solitons, see [69].
The solutions in Proposition 4.4.9 allow a similar asymptotic analysis as those in Proposition 4.3.9. Qualitatively the result is the following:

Any solution given in Proposition 4.4.9 asymptotically (for t large in modulus) behaves as a sum of $n_{1}$ solitons and $n_{2}$ breathers, where $n_{1}=\left|\left\{j \mid \operatorname{Im}\left(\alpha_{j}\right)=0\right\}\right|$, $n_{2}=\left|\left\{j \mid \operatorname{Im}\left(\alpha_{j}\right)>0\right\}\right|$.

The interesting point is that breathers, which should be viewed as formations of two solitons moving with identical speeds, can be treated as atomic building blocks. We will not give the precise formulas here. They can be extracted from Theorem 5.2.2 upon setting $n_{j}=1$.

## Chapter 5

## Asymptotic analysis of negatons

Negatons are solutions where solitons and antisolitons appear in weakly bounded states. In terms of the inverse scattering method these correspond to multiple poles of the reflection coefficient. In the literature these solutions (often called multiple pole solutions) were discovered in the eighties and discussed in several papers ([9], [34], [49], [71], [75], [96], [98], [99]). The interest in a complete asymptotic description was aroused by Matveev ([58], [59], see also [60] and references therein), who treated the related class of positons to a certain extent and formulated expectations for the general case. In this spirit particular cases of negatons were examined in [79]. In [88], [90], [91], the author gave a complete and rigorous description of the negatons of the Korteweg-de Vries equation, the sine-Gordon equation, and the Toda lattice, the sine-Gordon equation being particularly interesting because its negatons are smooth.

In the present chapter we give a reasonable complete analysis of the negatons of the $\mathbb{C}$-reduced AKNS system. In our formalism, negatons are obtained by inserting admissible square matrices into the soution formulas of Proposition 4.3.1. The essence of the main result in Theorem 5.1.2 is that for an admissible matrix the dynamical properties of the ensuing solution can be read off from the Jordan normal form. To every Jordan block there corresponds a single negaton, which is a group of weakly bound solitons, their number equals the size of the block. Negatons are weakly localized meaning that they shrink and extend, but with sublinear velocity. The striking feature is now that negatons as a whole interact with a phase-shift, in the same way as solitons. In particular we obtain Theorem 4.3 .11 if all blocks are of size $1 \times 1$.

It is also possible to analyse the interior structure of a single negaton. Its member solitons travel on logarithmic trajectories in spacetime organized around a geometric center moving itself with constant velocity. There are internal collisions which do not effect the path of the geometric center. Moreover internal and external collisions are coherent in so far as the collision of two negatons can also be understood as the sum of all pairwise collisions of respective member solitons. We stress that an isolated member soliton (if the block is larger than $1 \times 1$ ) cannot be traced back to a solution of the equation (like the members of an $N$-soliton).

The preceding qualitative description can be rigourosly reformulated in terms of asymptotic analysis. Actually the proof follows roughly the order of our explanations. Whereas we show asymptotic coincidence only for very negative/positive times, the computer graphics in Section 5.3 actually show that the convergence is very fast.

As expected the asymptotics of negatons simplifies in the $\mathbb{R}$-reduced case. This allows us to go one step further and include also negatons of breathers. Breathers are the most important example of so-called formations, i.e., groups of solitons moving with identical speed. The purpose of Section 5.2 is to show that, at least in cases of reasonable complexity, formations are accessible by our methods.

It is illustrative to explain the difference of our results to the work of Schuur [93]. He considered those solutions of the reduced AKNS systems which can be obtained from rapidly decreasing potentials by the inverse scattering method, and shows that, asymptotically, only the contribution corresponding to the discrete part of the spectrum survives. Note that, for the reduced AKNS systems, negatons belong to this reflectionless part. But he does not determine the asymptotics of solutions with discrete spectrum.

### 5.1 Negatons of the $\mathbb{C}$-reduction

### 5.1.1 Statement of the main result

In Section 4.3 .1 we have introduced the notion of negatons. For the $\mathbb{C}$-reduced AKNSsystem, an $N$-negaton is a solution as given in Proposition 4.3.1 with the generating matrix A chosen according to the following assumption.

Assumption 5.1.1. Let $A \in \mathcal{M}_{n, n}(\mathbb{C})$ be given in Jordan form with $N$ Jordan blocks $A_{j}$ of dimension $n_{j}$ and with eigenvalues $\alpha_{j}$, i.e.,

$$
A=\left(\begin{array}{cccc}
A_{1} & 0 & \cdots & 0 \\
0 & A_{2} & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & A_{N}
\end{array}\right), \quad A_{j}=\left(\begin{array}{ccccc}
\alpha_{j} & 1 & & & 0 \\
& & : & \cdot & \\
& & & 1 \\
0 & & & \alpha_{j}
\end{array}\right) \in \mathcal{M}_{n_{j}, n_{j}}(\mathbb{C})
$$

Assume $\operatorname{spec}(A) \subseteq\left\{z \in \mathbb{C} \mid \operatorname{Re}(z)>0\right.$ and $f_{0}(z)$ finite $\}$.
It is useful to adapt our notation to the given Jordan structure of $A$. For a vector $v \in \mathbb{C}^{n}$, its decompositions according to the Jordan structure of $A$ reads

$$
v=\left(v_{j}\right)_{j=1}^{N} \quad \text { with } \quad v_{j}=\left(v_{j}^{(\mu)}\right)_{\mu=1}^{n_{j}} \in \mathbb{C}^{n_{j}}
$$

and, analogously, for a matrix $T \in \mathcal{M}_{n, n}(\mathbb{C})$, we write

$$
T=\left(T_{i j}\right)_{i j=1}^{N} \quad \text { with } \quad T_{i j}=\left(t_{i j}^{(\nu \mu)}\right)_{\substack{\nu=1, \ldots, n_{i} \\ \mu=1, \ldots, n_{j}}} \in \mathcal{M}_{n_{i}, n_{j}}(\mathbb{C})
$$

Now we are in position to state the main result of this chapter.
Theorem 5.1.2. Let Assumption 5.1.1 be fulfilled. Assume that $a, c \in \mathbb{C}^{n}$ (when decomposed according to the Jordan form of A) satisfy $a_{j}^{(1)} c_{j}^{\left(n_{j}\right)} \neq 0$ for $j=1, \ldots$, N. Define

$$
\begin{equation*}
v_{j}=-\operatorname{Re}\left(f_{0}\left(\alpha_{j}\right)\right) / \operatorname{Re}\left(\alpha_{j}\right) \tag{5.1}
\end{equation*}
$$

Assume, in addition,
(i) $v_{j}$ are pairwise different,
(ii) $v_{j}+f_{0}^{\prime}\left(\alpha_{j}\right) \neq 0 \forall j$.

To these data we associate for $j^{\prime}=0, \ldots, n_{j}-1$, the single solitons

$$
\begin{align*}
q_{j j^{\prime}}^{ \pm}(x, t)= & (-1)^{j^{\prime}+1} \operatorname{Re}\left(\alpha_{j}\right) e^{-i \operatorname{Im}\left(\Gamma_{j j^{\prime}}^{ \pm}(x, t)\right)} \cosh ^{-1}\left(\operatorname{Re}\left(\Gamma_{j j^{\prime}}^{ \pm}(x, t)\right)\right)  \tag{5.2}\\
& \text { with } \Gamma_{j j^{\prime}}^{ \pm}(x, t)=\alpha_{j} x+f_{0}\left(\alpha_{j}\right) t \mp J^{\prime} \log |t|+\varphi_{j}+\varphi_{j}^{ \pm}+\varphi_{j j^{\prime}}^{ \pm}
\end{align*}
$$

where we have set $J^{\prime}=-\left(n_{j}-1\right)+2 j^{\prime}$.
Modulo $2 \pi i \mathbb{Z}$, the quantities $\varphi_{j}$ are determined by $\exp \left(\varphi_{j}\right)=a_{j}^{(1)} c_{j}^{\left(n_{j}\right)} /\left(\alpha_{j}+\bar{\alpha}_{j}\right)^{n_{j}}$ and $\varphi_{j}^{ \pm}, \varphi_{j j^{\prime}}^{ \pm}$by the explicit formulas

$$
\begin{equation*}
\exp \left(\varphi_{j}^{ \pm}\right)=\prod_{k \in \Lambda_{j}^{ \pm}}\left[\frac{\alpha_{j}-\alpha_{k}}{\alpha_{j}+\bar{\alpha}_{k}}\right]^{2 n_{k}} \tag{5.3}
\end{equation*}
$$

$$
\begin{equation*}
\exp \left( \pm \varphi_{j j^{\prime}}^{ \pm}\right)=\frac{j^{\prime}!}{\left(j^{\prime}-J^{\prime}\right)!} d_{j}^{-J^{\prime}} \tag{5.4}
\end{equation*}
$$

with the index sets $\Lambda_{j}^{ \pm}=\left\{k\left|v_{k}\right\rangle v_{j}\right\}$, and $d_{j}=\left(\alpha_{j}+\bar{\alpha}_{j}\right)\left(v_{j}+f_{0}^{\prime}\left(\alpha_{j}\right)\right)$.
Then the asymptotic behaviour of the solution in Proposition 4.3.1 is described by

$$
\begin{equation*}
q(x, t) \approx \sum_{j=1}^{N} \sum_{j^{\prime}=0}^{n_{j}-1} q_{j, j^{\prime}}^{ \pm}(x, t) \quad \text { for } t \approx \pm \infty \tag{5.5}
\end{equation*}
$$

Hence, the solitons $q_{j j^{\prime}}^{ \pm}$(or more precisely their maxima) travel asymptotically along the logarithmic curves

$$
\begin{aligned}
& \left\{(x, t) \in \mathbb{R}^{2} \mid \operatorname{Re}\left(\Gamma_{j . j^{\prime}}^{ \pm}(x, t)\right)=0\right\} \\
& \quad=\left\{(x, t) \in \mathbb{R}^{2}\left|\operatorname{Re}\left(\alpha_{j}\right)\left[x-v_{j} t\right] \mp J^{\prime} \log \right| t \mid+\operatorname{Re}\left(\varphi_{j}+\varphi_{j}^{ \pm}+\varphi_{j j^{\prime}}^{ \pm}\right)=0\right\}
\end{aligned}
$$

and the term

$$
\operatorname{Im}\left(\Gamma_{j j^{\prime}}^{ \pm}(x, t)\right)=\operatorname{Im}\left(\alpha_{j} x+f_{0}\left(\alpha_{j}\right) t+\varphi_{j}+\varphi_{j}^{ \pm}+\varphi_{j j^{\prime}}^{ \pm}\right)
$$

encodes the oscillation of the soliton. In particular, $v_{j}$ is the velocity of $q_{j j^{\prime}}^{ \pm}$up to a logarithmic error, and $\varphi_{j}$, the initial phase, determines the position of $q_{j j^{\prime}}^{ \pm}$at a prescribed time. It should be stressed that $\varphi_{j}$ is a parameter of the solution, but not a shift.

Furthermore, the quantities $\varphi_{j}^{ \pm}, \varphi_{j . j}^{ \pm}$, indicate position shifts in the asymptotic form. The former are due to external collisions of negatons with different velocities. Note that the index sets $\Lambda_{j}^{+}$(resp. $\Lambda_{j}^{-}$) stand for those negatons which move slower (respectively faster) than the $j$-th negaton. The latter come from internal collisions between the solitons belonging to the same negaton.

Both, $\varphi_{j}^{ \pm}$and $\varphi_{j j^{\prime}}^{ \pm}$, are called (external and internal, resp.) phase-shifts.
Qualitatively, our main result can be visualized as follows:
Interpretation a) First consider a single eigenvalue $\alpha$ of multiplicity $n$. Then the solution is a wave packet consisting of $n$ solitons. We call such a solution a (single) negaton of order $n$. The main observation is that the geometric center of the wave packet propagates with constant velocity $v=-\operatorname{Re}\left(f_{0}(\alpha)\right) / \operatorname{Re}(\alpha)$, but its members drift away from each other at most logarithmically.

Hence, for large negative times we can imagine each soliton to be located on one side of the center, approaching the center logarithmically. At some moment it changes sides, and for large positive times it is located on the other side of the center, moving away from the center again logarithmically. Hence the solitons appear in reversed order for $\pm \infty$. Finally we stress that the path of the geometric center is not affected by the internal collisions.
b) In the general case of $N$ eigenvalues $\alpha_{1}, \ldots, \alpha_{N}$ of algebraic multiplicities $n_{1}, \ldots, n_{N}$, the solution is a superposition of $N$ wave packets as in a). Their behaviour under collision is a natural generalization of what is known for $N$-solitons. In particular, every wave packet as a whole suffers a phase-shift.

Note that not only the curves on which the solitons move but also their oscillations experience phase-shifts. However, the logarithmic deviation only has an effect on the path of the solitons.
Now we can justify the assumptions. First note that Assumption 5.1.1 guarantees regularity of the $N$-negaton as shown in Section 4.3.2. Assumption (i) means that the $N$ single negatons all move with different velocities and thus can be distinguished by the asymptotic
analysis (confer Section 4.3.3). in particular, it also shows that the $\alpha_{j}$ are pairwise different, which avoid cancellation phenomena. Finally, (ii) is supposed to avoid degenerations.

The following conservation law for the total complex phase-shifts holds modulo $2 \pi i \mathbb{Z}$. Of course there is no amibiguity for its real part responsible for translation in space.

Corollary 5.1.3. The sum of all phase-shifts vanishes:

$$
\sum_{j=1}^{N} \sum_{j^{\prime}=0}^{n_{j}-1}\left(\left[\varphi_{j}^{+}+\varphi_{j j^{\prime}}^{+}\right]-\left[\varphi_{j}^{-}+\varphi_{j j^{\prime}}^{-}\right]\right)=0 \quad(\bmod 2 \pi \mathrm{i}) .
$$

At first glance the assumption on the vectors $a, c$ (namely $a_{j}^{(1)} c_{j}^{\left(n_{j}\right)} \neq 0 \forall j$ ) looks artificial. However, the following lemma shows that it can indeed be supposed without loosing anything.

Lemma 5.1.4. Let Assumption 5.1.1 be met for $A \in \mathcal{M}_{n, n}(\mathbb{C})$, and choose a, $c \in \mathbb{C}^{n}$ with $a \otimes c \neq 0$. If $c_{k}^{\left(n_{k}\right)}=0$, then the solution given in Proposition 4.3.1 is not altered if we replace simultaneously $A$ by $\widetilde{A}$, and $a, c$ by $\widetilde{a}, \widetilde{c}$, where
(i) $\widetilde{A}$ is the matrix obtained from $A$ by reducing the block $A_{k}$ in dimension by one, i.e., by omitting its last row and column,
(ii) $\widetilde{a}, \widetilde{c}$ are the vectors obtained from a, c by deleting the entries $a_{k}^{\left(n_{k}\right)}, c_{k}^{\left(n_{k}\right)}$.

The case $a_{k}^{(1)}=0$ is analogous. Then we have to delete the entries $a_{k}^{(1)}, c_{k}^{(1)}$.
Proof By Proposition 4.3.1, the solution $q$ is given by $q=1-P / p$ with

$$
P=\operatorname{det}\left(I+\left(\begin{array}{cc}
0 & -L  \tag{5.6}\\
L & \bar{L}_{0}
\end{array}\right)\right), \quad p=\operatorname{det}\left(I+\left(\begin{array}{cc}
0 & -L \\
L & 0
\end{array}\right)\right),
$$

where $L=\widehat{L} \Phi_{A, \bar{A}}^{-1}(\bar{a} \otimes c), L_{0}=\widehat{L}(a \otimes c)$, and $\widehat{L}=\widehat{L}(x, t)=\exp \left(A x+f_{0}(A) t\right)$. From the fact that $\hat{L}$ commutes with $A$, we deduce

$$
L=\Phi_{A, \bar{A}}^{-1}(\bar{a} \otimes d), \quad L_{0}=a \otimes d, \quad \text { for } d=d(x, t)=\widehat{L}(x, t) c .
$$

Obviously, $\widehat{L}=\operatorname{diag}\left\{\widehat{L}_{j} \mid j=1, \ldots, N\right\}$ with $\widehat{L}_{j}(x, t)=\exp \left(A_{j} x+f_{0}\left(A_{j}\right) t\right)$. Thus $d=\left(d_{j}\right)_{j}$, where $d_{j}(x, t)=\widehat{L}_{j}(x, t) c_{j}$. Since $c_{k}^{\left(n_{k}\right)}=0$ and $\widehat{L}_{k}$ is an upper triangular matrix, $d_{k}^{\left(n_{k}\right)}=0$. Moreover,

$$
\widehat{L}_{k} c_{k}=\left(\widetilde{L}_{k} \widetilde{c}_{k}, 0\right)^{\prime}, \quad \text { where } \widetilde{L}_{k}(x, t)=\exp \left(\widetilde{A}_{k} x+f_{0}\left(\widetilde{A}_{k}\right) t\right)
$$

and $\tilde{A}_{k}$ the Jordanblock with respect to the eigenvalue $\alpha_{k}$ but of dimension $n_{k}-1$.
The very definition of one-dimensional matrices implies that $a \otimes d=\left(a_{j} \otimes d_{i}\right)_{i, j=1}^{n}$ has a zero-row, namely the $n_{k}$-th row of all blocks $a_{j} \otimes d_{k}, j=1, \ldots, N$. Moreover, the same holds true for $\Phi_{A, \bar{A}}^{-1}(\bar{a} \otimes d), \Phi_{\bar{A}, A}^{-1}(a \otimes \bar{d})$ by Proposition 4.1.3. Therefore the assertion follows from expanding the determinants in (5.6).

### 5.1.2 Proof of Theorem 5.1.2

The proof is divided into two parts. The first step contains some necessary technical reductions and the second step is devoted to the asymptotic analysis. It will rely on the evaluation of complicated determinants which is postponed to Chapter 6 .

## Part 1. Technical reductions

First we reduce the $2 n$ a priori independent parameters $a_{j}^{\left(j^{\prime}\right)}$ and $c_{j}^{\left(j^{\prime}\right)}, j^{\prime}=1, \ldots, n_{j}$, $j=1, \ldots, N\left(n=\sum_{j=1}^{N} n_{j}\right)$, by half.

Proposition 5.1.5. The formula of the solution given in Proposition 4.3 .1 can be reformulated as follows: $\quad q(x, t)=1-P(x, t) / p(x, t)$ with

$$
\begin{aligned}
p(x, t) & =\operatorname{det}\left(I+\left(\begin{array}{cc}
M & 0 \\
0 & \bar{M}
\end{array}\right)\left(\begin{array}{cc}
0 & -T \\
T^{\prime} & 0
\end{array}\right)\right) \\
P(x, t) & =\operatorname{det}\left(I+\left(\begin{array}{cc}
M & 0 \\
0 & \bar{M}
\end{array}\right)\left(\begin{array}{cc}
0 & -T \\
T^{\prime} & f \otimes f
\end{array}\right)\right)
\end{aligned}
$$

where
(i) $T=\left(T_{i j}\right)_{i, j=1}^{N}$ with

$$
T_{i j}=\left((-1)^{\nu+\mu}\binom{\nu+\mu-2}{\nu-1}\left(\frac{1}{\alpha_{i}+\bar{\alpha}_{j}}\right)^{\nu+\mu-1}\right)_{\substack{\nu=1, \ldots, n_{i} \\ \mu=1, \ldots, n_{j}}}
$$

(ii) $f \in \mathbb{C}^{n}$ denotes the vector $f=\left(e_{n_{1}}^{(1)}, \ldots, e_{n_{N}}^{(1)}\right)$ consisting of the first standard basis vectors $e_{n_{j}}^{(1)} \in \mathbb{C}^{n_{j}}$ for $j=1, \ldots, N$, and
(iii) $M=\operatorname{diag}\left\{M_{j} \mid j=1, \ldots, N\right\}$ with

$$
M_{j}=\left(\begin{array}{ccc}
m_{j}^{(1)} & m_{j}^{\left(n_{j}\right)}  \tag{5.7}\\
m_{j}^{\left(n_{j}\right)} & \cdot & 0
\end{array}\right) \in \mathcal{M}_{n_{j}, n_{j}}(\mathbb{C})
$$

the entries given by

$$
\begin{equation*}
m_{j}^{(\mu)}=m_{j}^{(\mu)}(x, t)=\sum_{\kappa=1}^{n_{j}-(\mu-1)} b_{j}^{(\mu-1+\kappa)} \frac{1}{(\kappa-1)!} \frac{\partial^{\kappa-1}}{\partial \alpha_{j}^{\kappa-1}} \exp \left(\alpha_{j} x+f_{0}\left(\alpha_{j}\right) t\right) \tag{5.8}
\end{equation*}
$$

with constants $b_{j}^{(\mu)}=\sum_{\kappa=1}^{n_{j}-(\mu-1)} a_{j}^{(\kappa)} c_{j}^{(\mu-1+\kappa)}$ for $\mu=1, \ldots, n_{j}$.
Proof By Proposition 4.3.1 the solution $q$ is given by $q=1-P / p$ with

$$
P=\operatorname{det}\left(I+\left(\begin{array}{cc}
0 & -L \\
\bar{L} & \bar{L}_{0}
\end{array}\right)\right), \quad p=\operatorname{det}\left(I+\left(\begin{array}{cc}
0 & -L \\
\bar{L} & 0
\end{array}\right)\right)
$$

where $L=\widehat{L} \Phi_{A, \bar{A}}^{-1}(\bar{a} \otimes c), L_{0}=\widehat{L}(a \otimes c)$, and $\widehat{L}=\widehat{L}(x, t)=\exp \left(A x+f_{0}(A) t\right)$. Our aim is to show that they can be rewritten as stated in the assertion. We focus on $P$, which is the more involved case. The arguments for $p$ are similar but easier.

Observe $\widehat{L}=\operatorname{diag}\left\{\widehat{L}_{j} \mid j=1, \ldots, N\right\}$, where $\widehat{L}_{j}=\widehat{L}_{j}(x, t)=\exp \left(A_{j} x+f_{0}\left(A_{j}\right) t\right)$. Set $\ell_{j}(x, t)=\exp \left(\alpha_{j} x+f_{0}\left(\alpha_{j}\right) t\right)$. For the Jordan block $A_{j}$, it is straightforward to calculate

$$
\widehat{L}_{j}=\left(\begin{array}{ccc}
\ell_{j}^{(1)} & & \ell_{j}^{\left(n_{j}\right)}  \tag{5.9}\\
0 & \ddots & \\
0 & & \ell_{j}^{(1)}
\end{array}\right) \quad \text { with } \ell_{j}^{(\mu)}=\frac{1}{(\mu-1)!} \frac{\partial^{\mu-1}}{\partial \alpha_{j}^{\mu-1}} \ell_{j} \text { for } \mu=1, \ldots, n_{j}
$$

Next, by Proposition 4.1.3,

$$
\Phi_{A, \bar{A}}^{-1}(\bar{a} \otimes c)=\Gamma_{c} T \bar{\Gamma}_{a} \quad \text { and } \quad \Phi_{\bar{A}, A}^{-1}(a \otimes \bar{c})=\bar{\Gamma}_{c} T^{\prime} \Gamma_{a}
$$

(Note $T^{\prime} \neq \bar{T}$ !) for $\Gamma_{c}=\operatorname{diag}\left\{\Gamma_{l}\left(c_{j}\right) \mid j=1, \ldots, N\right\}$ and $\Gamma_{a}=\operatorname{diag}\left\{\Gamma_{r}\left(a_{j}\right) \mid j=1, \ldots, N\right\}$ with the diagonal consisting of upper left and upper right band matrices

$$
\Gamma_{l}\left(c_{j}\right)=\left(\begin{array}{ccc}
c_{j}^{(1)} & . & c_{j}^{\left(n_{j}\right)} \\
c_{j}^{\left(n_{j}\right)} & . & 0
\end{array}\right) \quad \text { and } \quad \Gamma_{r}\left(a_{j}\right)=\left(\begin{array}{ccc}
a_{j}^{(1)} & & a_{j}^{\left(n_{j}\right)} \\
& \ddots & \\
0 & & a_{j}^{(1)}
\end{array}\right)
$$

which are defined in terms of the constant vectors $c_{j}=\left(c_{j}^{(\mu)}\right)_{\mu=1}^{n_{j}}, a_{j}=\left(a_{j}^{(\mu)}\right)_{\mu=1}^{n_{j}} \in \mathbb{C}^{n_{j}}$. Moreover, we check $\bar{a} \otimes \bar{c}=\bar{\Gamma}_{c}(f \otimes f) \bar{\Gamma}_{a}$.

Therefore,

$$
\begin{aligned}
P & =\operatorname{det}\left(I+\left(\begin{array}{cc}
\widehat{L} & 0 \\
0 & \widehat{L}
\end{array}\right)\left(\begin{array}{cc}
0 & -\Gamma_{c} T \bar{\Gamma}_{a} \\
\bar{\Gamma}_{c} T^{\prime} \Gamma_{a} & \bar{\Gamma}_{c}(f \otimes f) \bar{\Gamma}_{a}
\end{array}\right)\right) \\
& =\operatorname{det}\left(I+\left(\begin{array}{cc}
\widehat{L} \Gamma_{c} & 0 \\
0 & \widehat{\widehat{L}}_{c} \bar{\Gamma}_{c}
\end{array}\right)\left(\begin{array}{cc}
0 & -T \\
T^{\prime} & f \otimes f
\end{array}\right)\left(\begin{array}{cc}
\Gamma_{a} & 0 \\
0 & \bar{\Gamma}_{a}
\end{array}\right)\right) \\
& =\operatorname{det}\left(I+\left(\begin{array}{cc}
\Gamma_{a} \widehat{L} \Gamma_{c} \\
0 & \bar{\Gamma}_{a} \frac{0}{\widehat{L}} \bar{\Gamma}_{c}
\end{array}\right)\left(\begin{array}{cc}
0 & -T \\
T^{\prime} & f \otimes f
\end{array}\right)\right) .
\end{aligned}
$$

Obviously, $M=\Gamma_{a} \widehat{L} \Gamma_{c}$ again is a diagonal matrix with the blocks $M_{j}=\Gamma_{r}\left(a_{j}\right) \widehat{L}_{j} \Gamma_{l}\left(c_{j}\right)$, $j=1, \ldots, N$, on the diagonal. As for those blocks, we use the fact that upper right band matrices commute to see

$$
M_{j}=\Gamma_{r}\left(a_{j}\right) \widehat{L}_{j} \Gamma_{l}\left(c_{j}\right)=\widehat{L}_{j}\left(\Gamma_{r}\left(a_{j}\right) \Gamma_{l}\left(c_{j}\right)\right)
$$

It is straightforward to verify

$$
\Gamma_{r}\left(a_{j}\right) \Gamma_{l}\left(c_{j}\right)=\Gamma_{l}\left(b_{j}\right)=\left(\begin{array}{ccc}
b_{j}^{(1)} & & b_{j}^{\left(n_{j}\right)} \\
b_{j}^{\left(n_{j}\right)} & . & \\
0
\end{array}\right)
$$

and then it follows easily that $M_{j}$ is of the form (5.7) with entries given by (5.8).

## Part 2. Asymptotic estimates

Again we proceed in two steps. In the first step we show, that the $N$-negaton asymptotically is a superposition of $N$ single negatons. Then, in the second step, we investigate how a single negaton behaves.

We only consider $t \rightarrow-\infty$, since the case $t \rightarrow+\infty$ is completely symmetric.
In particular we can always assume $t<0$.
Step 1. To distinguish the single negatons, we associate the velocity $v_{j_{0}}$ given by (5.1) to the $j_{0}$-th negaton (i.e., the negaton corresponding to the Jordan block $A_{j_{0}}$ ).

Then the index set $\Lambda_{j_{0}}^{-}=\left\{j \mid v_{j}>v_{j_{0}}\right\}$ corresponds to the negatons which move faster and will hence overtake the $j_{0}$-th negaton, $\Lambda_{j_{0}}^{+}=\left\{j \mid v_{j}<v_{j_{0}}\right\}$ to the slower negatons, which will be overtaken by the $j_{0}$-th negaton.

Proposition 5.1.6. $\quad q(x, t) \approx \sum_{j_{0}=1}^{N} q^{\left(j_{0}\right)}(x, t)$ for $t \approx-\infty$,
where $q^{\left(j_{0}\right)}=1-P^{\left(j_{0}\right)} / p^{\left(j_{0}\right)}$ with

$$
\begin{aligned}
P^{\left(j_{0}\right)} & =\operatorname{det}\left(\left(\begin{array}{cc}
I^{\left(j_{0}\right)} & 0 \\
0 & I^{\left(j_{0}\right)}
\end{array}\right)+\left(\begin{array}{cc}
M^{\left(j_{0}\right)} & 0 \\
0 & \bar{M}^{\left(j_{0}\right)}
\end{array}\right)\left(\begin{array}{cc}
0 & -T^{\left(j_{0}\right)} \\
\left(T^{\left(j_{0}\right)}\right)^{\prime} & f^{\left(j_{0}\right)} \otimes f^{\left(j_{0}\right)}
\end{array}\right)\right) \\
p^{\left(j_{0}\right)} & =\operatorname{det}\left(\left(\begin{array}{cc}
I^{\left(j_{0}\right)} & 0 \\
0 & I^{\left(j_{0}\right)}
\end{array}\right)+\left(\begin{array}{cc}
M^{\left(j_{0}\right)} & 0 \\
0 & \bar{M}^{\left(j_{0}\right)}
\end{array}\right)\left(\begin{array}{cc}
0 & -T^{\left(j_{0}\right)} \\
\left(T^{\left(j_{0}\right)}\right)^{\prime} & 0
\end{array}\right)\right),
\end{aligned}
$$

and the entries are defined by

$$
\begin{aligned}
T^{\left(j_{0}\right)} & =\left(T_{i j}\right)_{i, j \in \Lambda_{j_{0}}^{-} \cup\left\{j_{0}\right\}}, \quad f^{\left(j_{0}\right)}=\left(e_{n_{j}}^{(1)}\right)_{j \in \Lambda_{j_{0}}^{-} \cup\left\{j_{0}\right\}}, \\
I^{\left(j_{0}\right)} & =\operatorname{diag}\left\{I_{j}^{\left(j_{0}\right)} \mid j \in \Lambda_{j_{0}}^{-} \cup\left\{j_{0}\right\}\right\} \text { with the blocks } I_{j}^{\left(j_{0}\right)}=\left\{\begin{array}{cc}
I_{n_{j_{0}}}, & j=j_{0}, \\
0, & j \in \Lambda_{j_{0}}^{-}
\end{array}\right. \\
M^{\left(j_{0}\right)} & =\operatorname{diag}\left\{M_{j}^{\left(j_{0}\right)} \mid j \in \Lambda_{j_{0}}^{-} \cup\left\{j_{0}\right\}\right\} \text { with the blocks } M_{j}^{\left(j_{0}\right)}= \begin{cases}M_{j_{0}}, & j=j_{0}, \\
I_{n_{j_{0}}}, & j \in \Lambda_{j_{0}}^{-}\end{cases}
\end{aligned}
$$

Note that all the matrices appearing in the above formula belong to $\mathcal{M}_{n^{\left(j_{0}\right), n^{\left(j_{0}\right)}}(\mathbb{C}) \text { for }}$ $n^{\left(j_{0}\right)}=\sum_{j \in \Lambda_{j_{0}}^{-} \cup\left\{j_{0}\right\}} n_{j}$.

For the proof we need the following elementary perturbation lemma. If $S$ is a matrix, we denote by $|S|$ the maximum of the moduli of its entries.
Lemma 5.1.7. Let $\delta, \delta_{0}>0$ and $t_{0}<0$. Furthermore, let $S(t), S_{0}(t) \in \mathcal{M}_{m, m}(\mathbb{C})$ be defined for $t \leq t_{0}$ and satisfy $\left|S_{0}(t)\right| \leq \exp \left(-\delta_{0} t\right),\left|S(t)-S_{0}(t)\right| \leq \exp (\delta t)$. Then there is a constant $\gamma>0$, only depending on $m$, such that $\left|\operatorname{det}(S(t))-\operatorname{det}\left(S_{0}(t)\right)\right| \leq$ $\gamma \exp \left(\left(\delta-m \delta_{0}\right) t\right)$ for all $t \leq t_{0}$.
Proof Set $\widehat{S}=S-S_{0}$. With $S_{0}=\left(s_{0, i j}\right)_{i, j=1}^{m}, \widehat{S}=\left(\widehat{s}_{i j}\right)_{i, j=1}^{m}$, the very definition of the determinant yields

$$
\operatorname{det}(S)=\operatorname{det}\left(\widehat{S}+S_{0}\right)=\sum_{\pi \in \operatorname{Perm}(m)} \operatorname{sgn}(\pi) \prod_{j=1}^{m}\left(\widehat{s}_{j \pi(j)}+s_{0, j \pi(j)}\right),
$$

where $\operatorname{Perm}(m)$ is the set of all permutations of $\{1, \ldots, m\}$. Multiplying out, and collecting all terms belonging only to $S_{0}$, we get

$$
\begin{equation*}
\operatorname{det}(S)-\operatorname{det}\left(S_{0}\right)=\sum_{\pi \in \operatorname{Perm}(m)} \sum_{\mu=1}^{m} \sum_{i_{1}<\ldots<i_{\mu}}\left[\operatorname{sgn}(\pi) \prod_{\kappa=1}^{\mu} \widehat{s}_{i_{\kappa} \pi\left(i_{k}\right)} \prod_{j \notin\left\{i_{1}, \ldots, i_{\mu}\right\}} s_{0, j \pi(j)}\right] . \tag{5.10}
\end{equation*}
$$

By assumption,

$$
\begin{aligned}
\left|\prod_{\kappa=1}^{\mu} \hat{s}_{i_{\kappa} \pi\left(i_{\kappa}\right)} \prod_{j \neq i_{1}, \ldots, i_{\mu}} s_{0, j \pi(j)}\right| & \leq \exp \left(\left(\mu \delta-(m-\mu) \delta_{0}\right) t\right) \\
& \leq \exp \left(\left(\delta-m \delta_{0}\right) t\right),
\end{aligned}
$$

the latter because $t<0$. Inserting this into (5.10), we see that for $\gamma=\gamma(m)=\left(2^{m}-1\right) m$ ! we have

$$
\left|\operatorname{det}(S)-\operatorname{det}\left(S_{0}\right)\right| \leq \gamma \exp \left(\left(\delta-m \delta_{0}\right) t\right) .
$$

for all $t \leq t_{0}$.

Proof (of Proposition 5.1.6) Fix $j_{0}$.
Let $x \in \mathcal{I}_{j_{0}}(t)=\left(\left(v_{j_{0}}+\delta_{j_{0}}\right) t,\left(v_{j_{0}}-\delta_{j_{0}}\right) t\right)$. This interval has the center $v_{j_{0}} t$, and its diameter grows linearly with $t$. Furthermore, $\mathcal{C}_{j_{0}}=\bigcup_{t \leq 0} \mathcal{I}_{j_{0}}(t)$ is a cone with vertex in the origin.
We choose $\delta_{j_{0}}<\min _{j \neq j_{0}}\left|v_{j}-v_{j_{0}}\right|$ in order not to cross the path of another negaton.


We subdivide our task in three steps:
Step a: First we show that, in the asymptotic sense, the only contribution to the $N$ negaton $q$ in $\mathcal{C}_{j_{0}}$ is due to the $j_{0}$-th negaton $q^{\left(j_{0}\right)}$.

Step b: Next we show that outside $\mathcal{C}_{j_{0}}$ the $j_{0}$-th negaton $q^{\left(j_{0}\right)}$ asymptotically vanishes.
Setp c: Finally we show that the $N$-negaton $q$ vanishes asymptotically outside $\bigcup_{j_{0}=1}^{N} \mathcal{C}_{j_{0}}$.
In fact, any other cone with parallel edges could be used likewise (modulo obvious modifications in the estimates). The reason is that the width of $\mathcal{I}_{j_{0}}(t)$ grows linearly in $t$ whereas that of the negaton grows only logarithmically. Hence $\mathcal{I}_{j_{0}}(t)$ will contain an arbitrarily large portion of the negaton, if $t$ is large enough.

Note that $\mathcal{I}_{j_{0}}(t)$ is a proper interval since we have assumed $t<0$.
Step a: Let us start with some elementary considerations, where we aim at estimates for the entries of $M_{j}$ which hold uniformly for $x \in \mathcal{I}_{j_{0}}(t)$.

For $j \in \Lambda_{j_{0}}^{+}, \gamma_{j_{0} j}:=\left(v_{j_{0}}-v_{j}\right)-\delta_{j_{0}}$ is positive by the choice of $\delta_{j_{0}}$, and we have $x-v_{j} t \leq \gamma_{j_{0} j} t$ for all $x \in \mathcal{I}_{j_{0}}(t)$. Recall that, by assumption, $\operatorname{Re}\left(\alpha_{j}\right)>0 \forall j$. Thus, from (5.7), (5.8), we immediately get:

$$
\exists \gamma_{j_{0}}>0, t_{j_{0}}<0: \quad\left|M_{j}\right|<\exp \left(\gamma_{j 0} t\right) \quad \forall t \leq t_{j_{0}}, x \in \mathcal{I}_{j_{0}}(t) .
$$

An analogous estimate can be derived for $M_{j}^{-1}$ if $j \in \Lambda_{j_{0}}^{-}$. To this end note that $M_{j}^{-1}$ is of the same structure as derived for $M_{j}$ in (5.7), (5.8), of course with different constants, but the exponential function in (5.8) just has to be replaced by its inverse.

In summary, we get

$$
\exists \gamma_{j_{0}}>0, t_{j_{0}}<0: \quad\left\{\begin{align*}
\left|M_{j}\right|<\exp \left(\gamma_{j_{0}} t\right), & \text { if } j \in \Lambda_{j_{j}}^{+}  \tag{5.11}\\
\left|M_{j}^{-1}\right|<\exp \left(\gamma_{j 0} t\right), & \text { if } j \in \Lambda_{j_{0}}^{-}
\end{align*}\right.
$$

for all $t \leq t_{j_{0}}$ and $x \in \mathcal{I}_{j_{0}}(t)$.
This motivates to replace $P, p$ by determinants $\widehat{P}, \widehat{p}$ with the property that all parameterdependent entries, except of the one corresponding to the $j_{0}$-th negaton, are of the form (5.11) and thus decrease exponentially. This is done as follows:

$$
\widehat{P}=\operatorname{det}\left(\begin{array}{cc}
D & 0  \tag{5.12}\\
0 & \bar{D}
\end{array}\right) P \quad \text { and } \quad \widehat{p}=\operatorname{det}\left(\begin{array}{cc}
D & 0 \\
0 & \bar{D}
\end{array}\right) p,
$$

where $D$ is a matrix eliminating the exploding blocks of $M$ :

$$
D=\operatorname{diag}\left\{D_{j} \mid j=1, \ldots, N\right\} \text { with } D_{j}=\left\{\begin{array}{cl}
M_{j}^{-1}, & j \in \Lambda_{j_{0}}^{-} \\
I_{n_{j}}, & j \in \Lambda_{j_{0}}^{+} \cup\left\{j_{0}\right\} .
\end{array}\right.
$$

As a consequence,

$$
D M=\operatorname{diag}\left\{D_{j} M_{j} \mid j=1, \ldots, N\right\} \text { with } D_{j} M_{j}= \begin{cases}I_{n_{j}}, & j \in \Lambda_{j_{0}}^{-} \\ M_{j}, & j \in \Lambda_{j_{0}}^{+} \cup\left\{j_{0}\right\} .\end{cases}
$$

The above manipulation of $P, p$ does not alter the solution, since $q=1-P / p=1-\widehat{P} / \widehat{p}$.
Let us now focus on $\widehat{P}$. The arguments for $\widehat{p}$ are completely the same. By the product rule for determinants,

$$
\begin{aligned}
\widehat{P} & =\operatorname{det}\left(\left(\begin{array}{cc}
D & 0 \\
0 & \frac{D}{D}
\end{array}\right)+\left(\begin{array}{cc}
D M & 0 \\
0 & \overline{D M}
\end{array}\right)\left(\begin{array}{cc}
0 & -T \\
T^{\prime} & f \otimes f
\end{array}\right)\right) \\
& =\operatorname{det}\left(\begin{array}{cc}
D \\
\overline{D M} T^{\prime} & \bar{D}+\overline{D M}(f \otimes f)
\end{array}\right)=\operatorname{det}\left(\begin{array}{cc}
D & -S \\
\widehat{S} & \bar{D}+R
\end{array}\right)
\end{aligned}
$$

with

$$
\begin{aligned}
S_{i j} & =\left\{\begin{array}{cl}
T_{i j}, & i \in \Lambda_{j j_{0}}^{-}, \\
M_{i} T_{i j}, & i \in \Lambda_{j_{0}} \cup\left\{j_{0}\right\},
\end{array} \quad \widehat{S}_{i j}=\left\{\begin{array}{cl}
T_{j i}^{\prime}, & i \in \Lambda_{j 0}^{-}, \\
\bar{M}_{i} T_{j i}^{\prime}, & i \in \Lambda_{j_{0}}^{-} \cup\left\{j_{0}\right\},
\end{array}\right.\right. \\
\text { and } R_{i j} & = \begin{cases}\left(f_{j} \otimes f_{i}\right), & i \in \Lambda_{j_{0}}^{-}, \\
\bar{M}_{i}\left(f_{j} \otimes f_{i}\right), & i \in \Lambda_{j_{0}}^{+} \cup\left\{j_{0}\right\} .\end{cases}
\end{aligned}
$$

Next we will interpret $\widehat{P}$ as a perturbation of a determinant $\widehat{P}^{\left(j_{0}\right)}$ of a matrix whose rows are $t$-independent except the two rows corresponding to the index $j_{0}$. To carry out this argument, we define

$$
\widehat{P}^{\left(j_{0}\right)}=\operatorname{det}\left(\begin{array}{cc}
D^{\left(j_{0}\right)} & -S^{\left(j_{0}\right)} \\
\widehat{S}^{\left(j_{0}\right)} & D^{\left(j_{0}\right)}+R^{\left(j_{0}\right)}
\end{array}\right)
$$

with the blocks

$$
\begin{aligned}
S_{i j}^{\left(j_{0}\right)} & =\left\{\begin{array}{cl}
T_{i j}, & i \in \Lambda_{j_{0}}^{-}, \\
M_{j_{0}} T_{j_{0} j}, & i=j_{0}, \\
0, & i \in \Lambda_{j_{0}}^{+},
\end{array} \quad \widehat{S}_{i j}^{\left(j_{0}\right)}=\left\{\begin{aligned}
T_{j i}^{\prime}, & i \in \Lambda_{j_{0}}^{-}, \\
\bar{M}_{j_{0}}^{\prime} T_{j j_{0}}^{\prime}, & i=j_{0}, \\
0, & i \in \Lambda_{j_{0}}^{+},
\end{aligned}\right.\right. \\
\text {and } R_{i j}^{\left(j_{0}\right)} & =\left\{\begin{aligned}
\left(f_{j} \otimes f_{i}\right), & i \in \Lambda_{j_{0}}^{-}, \\
\bar{M}_{j_{0}}\left(f_{j} \otimes f_{j_{0}}\right), & i=j_{0}, \\
0, & i \in \Lambda_{j_{0}}^{+},
\end{aligned}\right.
\end{aligned}
$$

and $D^{\left(j_{0}\right)}=\operatorname{diag}\left\{D_{j}^{\left(j_{0}\right)} \mid j=1, \ldots, N\right\}$ with $D_{j}^{\left(j_{0}\right)}=\left\{\begin{array}{cl}0, & j \in \Lambda_{j_{j}}^{-}, \\ I_{n_{j}}, & j \in \Lambda_{j_{0}}^{+} \cup\left\{j_{0}\right\},\end{array}\right.$
By Lemma 5.1.7, we obtain

$$
\sup _{x \in \mathcal{I}_{j_{0}}(t)}\left|\widehat{P}(x, t)-\widehat{P}^{\left(j_{0}\right)}(x, t)\right| \lesssim \exp \left(\widehat{\gamma}_{j_{0}} t\right) \quad \text { for all } t \leq t_{j_{0}}
$$

where $\widehat{\gamma}_{j_{0}}=\gamma_{j_{0}}-2 n \delta_{j_{0}} / \operatorname{Re}\left(\alpha_{j_{0}}\right)$. Note that possibly $\gamma_{j_{0}}$ has to be reduced in size to include the constants from the blocks $T_{j_{0} j}, T_{j j_{0}}^{\prime}(\forall j)$ in the estimates. Choosing $\delta_{j_{0}}$ small enough, we can achieve $\widehat{\gamma}_{j_{0}}>0$.

Let us take a closer look at the determinant $\widehat{P}^{\left(j_{0}\right)}$ defined above. For $i \in \Lambda_{j_{0}}^{+}$all entries in the $i$-th row of $S^{\left(j_{0}\right)}, \widehat{S}^{\left(j_{0}\right)}$ vanish and the only non-vanishing entry in the $i$-th row of both $D^{\left(j_{0}\right)}$ and $D^{\left(j_{0}\right)}+R^{\left(j_{0}\right)}$ is $I_{n_{i}}$ in the $i$-th column. Therefore, straightforward expansion of the determinant $\widehat{P}\left(j_{0}\right)$ shows that $\widehat{P}{ }^{\left(j_{0}\right)}$ actually coincides with the determinant $P^{\left(. j_{0}\right)}$ defined in the assertion.

Therefore,

$$
\sup _{x \in \mathcal{I}_{j_{0}(t)}}\left|\widehat{P}(x, t)-P^{\left(j_{0}\right)}(x, t)\right| \longrightarrow 0 \quad \text { as } t \rightarrow-\infty
$$

and, by the same arguments, also $\sup _{x \in \mathcal{I}_{j_{0}}(t)}\left|\widehat{p}(x, t)-p^{\left(j_{0}\right)}(x, t)\right|$ converges to zero.
Consider now $q=1-P / p=1-\widehat{P} / \widehat{p}$. Since $q$ is a regular solution by assumption, $\widehat{p}(x, t) \neq 0$ for all $x, t$. The above convergence implies that also $p^{\left(j_{0}\right)}(x, t) \neq 0$ for all $x, t$. Thus we can transfer the convergence from $\widehat{P}, \widehat{p}$ to $q$.

In summary, we have shown that $q$ asymptotically behaves like $q^{\left(j_{0}\right)}=1-P^{\left(j_{0}\right)} / p^{\left(j_{0}\right)}$ on $\mathcal{C}_{j_{0}}$ as $t$ tends to $-\infty$. More precisely, we have $1_{\mathcal{C}_{j_{0}}} q \approx 1_{\mathcal{C}_{j_{0}}} q^{\left(j_{0}\right)}$ for $t \approx-\infty$, where $1_{\mathcal{C}_{j_{0}}}$ is the characteristic function of $\mathcal{C}_{j_{0}}$. Step a is complete.

Step b: Next we discuss the behaviour of the $j_{0}$-th negaton $q^{\left(j_{0}\right)}$ outside of $\mathcal{I}_{j_{0}}(t)$. We distinguish two cases:
(i) Let $x \in \mathcal{I}_{j_{0}}^{-}(t)=\left(-\infty,\left(v_{j_{0}}+\delta_{j_{0}}\right) t\right]$. Here the entries of $M_{j_{0}}^{\left(j_{0}\right)}$ decay exponentially. Similar arguments as before show

$$
\sup _{x \in \mathcal{I}_{j_{0}}^{-}(t)}\left|P^{\left(j_{0}\right)}(x, t)-C\right| \longrightarrow 0, \quad \sup _{x \in \mathcal{I}_{j_{0}}^{-}(t)}\left|p^{\left(j_{0}\right)}(x, t)-c\right| \longrightarrow 0, \quad \text { as } t \rightarrow-\infty,
$$

where

$$
C=\operatorname{det}\left(\begin{array}{cc}
0 & -T^{-} \\
\left(T^{-}\right)^{\prime} & f^{-} \otimes f^{-}
\end{array}\right), \quad c=\operatorname{det}\left(\begin{array}{cc}
0 & -T^{-} \\
\left(T^{-}\right)^{\prime} & 0
\end{array}\right),
$$

with $T^{-}=\left(T_{i j}\right)_{i, j \in \Lambda_{j_{0}}^{-}}$and $f^{-}=\left(f_{j}\right)_{j \in \Lambda_{j_{0}}^{-}}$. Moreover, by Lemma 5.1.8, the values $c, C$ of the two determinants coincide, and are nonzero by Theorem 6.1.1.
(ii) Let $x \in \mathcal{I}_{j_{0}}^{+}(t)=\left[\left(v_{j_{0}}-\delta_{j_{0}}\right) t, \infty\right)$. In this case the entries $M_{j_{0}}^{\left(j_{0}\right)}$ of the determinants $P^{\left(j_{0}\right)}, p^{\left(j_{0}\right)}$ explode. Thus we again replace $P^{\left(j_{0}\right)}, p^{\left(j_{0}\right)}$ by determinants $\widehat{P}^{\left(j_{0}\right)}, \widehat{p}^{\left(j_{0}\right)}$ with

$$
\begin{aligned}
& \widehat{P}^{\left(j_{0}\right)}=\operatorname{det}\left(\left(\begin{array}{cc}
M^{\left(j_{0}\right)} & 0 \\
0 & \bar{M}^{\left(j_{0}\right)}
\end{array}\right)^{-1}\right) P^{\left(j_{0}\right)} \\
& \quad=\operatorname{det}\left(\left(\begin{array}{cc}
\left(M^{\left(j_{0}\right)}\right)^{-1} I^{\left(j_{0}\right)} & 0 \\
0 & \left(\bar{M}^{\left(j_{0}\right)}\right)^{-1} I^{\left(j_{0}\right)}
\end{array}\right)+\left(\begin{array}{cc}
0 & -T^{\left(j_{0}\right)} \\
\left(T^{\left(j_{0}\right)}\right)^{\prime} & f^{\left(j_{0}\right)} \otimes f^{\left(j_{0}\right)}
\end{array}\right)\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& \left(M^{\left(j_{0}\right)}\right)^{-1} I^{\left(j_{0}\right)}=\operatorname{diag}\left\{\left(M_{j}^{\left(j_{0}\right)}\right)^{-1} I_{j}^{\left(j_{0}\right)} \mid j \in \Lambda_{j_{0}}^{-} \cup\left\{j_{0}\right\}\right\} \\
& \\
& \quad \text { with }\left(M_{j}^{\left(j_{0}\right)}\right)^{-1} I_{j}^{\left(j_{0}\right)}=\left\{\begin{array}{cl}
M_{j_{0}}^{-1}, & j=j_{0}, \\
0, & j \in \Lambda_{j_{0}}^{-},
\end{array}\right.
\end{aligned}
$$

and $\widehat{p}^{\left(j_{0}\right)}$ is modified analogously.
Then

$$
\sup _{x \in \mathcal{I}_{j_{0}}^{+}(t)}\left|\widehat{P}^{\left(j_{0}\right)}(x, t)-\widehat{C}\right| \longrightarrow 0, \quad \sup _{x \in \mathcal{I}_{J_{0}}^{+}(t)}\left|\widehat{p}^{\left(j_{0}\right)}(x, t)-\widehat{c}\right| \longrightarrow 0, \quad \text { as } t \rightarrow-\infty,
$$

where

$$
\widehat{C}=\operatorname{det}\left(\begin{array}{cc}
0 & -T^{\left(j_{0}\right)} \\
\left(T^{\left(j_{0}\right)}\right)^{\prime} & f^{\left(j_{0}\right)} \otimes f^{\left(j_{0}\right)}
\end{array}\right), \quad \widehat{c}=\operatorname{det}\left(\begin{array}{cc}
0 & -T^{\left(j_{0}\right)} \\
\left(T^{\left(j_{0}\right)}\right)^{\prime} & 0
\end{array}\right) .
$$

Again $\widehat{C}=\widehat{c} \neq 0$ by Lemma 5.1.8 and Theorem 6.1.1.
Consequently, $q^{\left(j_{0}\right)}$ asymptotically vanishes on $\mathbb{R}^{2} \backslash \mathcal{C}_{j_{0}}$ as $t$ tends to $-\infty$. More precisely, $\left(1-1_{\mathcal{C}_{j_{0}}}\right) q^{\left(y_{0}\right)} \approx 0$ for $t \approx-\infty$. Step b is complete.

Step c: It remains to show that $q$ asymptotically vanishes outside $\cup_{j_{0}=1}^{N} \mathcal{C}_{j_{0}}$ as $t \rightarrow-\infty$. This is done in the remainder of the proof with analogous arguments as before.

If necessary, we shrink $\delta_{j_{0}}$ once more such that $\delta_{j_{0}}<\frac{1}{2} \min _{j \neq j_{0}}\left|v_{j_{0}}-v_{j}\right|$ for all $j_{0}$. Consider $v_{j_{2}}<v_{j_{1}}$ such that no other $v_{j}$ lies between them, and let

$$
x \in \mathcal{I}_{j_{1}, j_{2}}(t)=\left[\left(v_{j_{1}}-\delta_{j_{1}}\right) t,\left(v_{j_{2}}+\delta_{j_{2}}\right) t\right] .
$$

Those are just the intervals covering the gaps between the two neighbouring strips $\mathcal{I}_{j_{1}}(t)$, $\mathcal{I}_{j_{2}}(t)$. They are proper because $\delta_{j_{1}}, \delta_{j_{2}}$ are chosen small enough.

Now it is straightforward to check a similar estimate as before, namely

$$
\exists \gamma_{j_{1}, j_{2}}>0, t_{j_{0}}<0: \quad\left\{\begin{aligned}
\left|M_{j}\right|<\exp \left(\gamma_{j_{1}, j_{2}} t\right), & \text { if } j \in \Lambda_{j_{2}}^{+}, \\
\left|M_{j}^{-1}\right|<\exp \left(\gamma_{j_{1}, j_{2}} t\right), & \text { if } j \in \Lambda_{j_{1}}^{-},
\end{aligned}\right.
$$

for all $t \leq t_{j_{0}}$ and $x \in \mathcal{I}_{j_{1}, j_{2}}(t)$. Note that $\Lambda_{j_{1}}^{-}=\left\{j \mid v_{j}>v_{j_{1}}\right\}, \Lambda_{j_{2}}^{+}=\left\{j \mid v_{j_{2}}>v_{j}\right\}$ cover all possible indices $j$.

Following the same line of reasoning as before, we next
(i) replace $P, p$ by $\widehat{P}, \widehat{p}$ in the same way as in (5.12) with the only difference that we use here the index sets $\Lambda_{j_{1}}^{-}$instead of $\Lambda_{j_{0}}^{-}$and $\Lambda_{j_{2}}^{+}$instead of $\Lambda_{j_{0}}^{+} \cup\left\{j_{0}\right\}$,
(ii) apply Lemma 5.1.7, and expand the resulting determinant.

As a result,

$$
\sup _{x \in \mathcal{I}_{j_{1}, j_{2}(t)}}|\widehat{P}(x, t)-\widehat{C}| \longrightarrow 0, \quad \sup _{x \in \mathcal{I}_{j_{1}, j_{2}}(t)}|\widehat{p}(x, t)-\widehat{c}| \longrightarrow 0, \quad \text { as } t \rightarrow-\infty,
$$

where

$$
\widehat{C}=\operatorname{det}\left(\begin{array}{cc}
0 & -\widehat{T} \\
\widehat{T}^{\prime} & \widehat{f} \otimes \widehat{f}
\end{array}\right), \quad \widehat{\boldsymbol{c}}=\operatorname{det}\left(\begin{array}{cc}
0 & -\widehat{T} \\
\widehat{T}^{\prime} & 0
\end{array}\right)
$$

with $\widehat{T}=\left(T_{i j}\right)_{i, j \in \Lambda_{j_{1}}^{-}}$and $\widehat{f}=\left(f_{j}\right)_{j \in \Lambda_{j_{1}}^{-}}$. Again Lemma 5.1.8, Theorem 6.1.1 yield $\widehat{C}=\widehat{c} \neq 0$.

We still have to consider (i) $x \in \mathcal{I}_{\text {min }}(t)=\left(-\infty,\left(v_{j_{\text {min }}}+\delta_{j_{\text {min }}}\right) t\right]$ for $v_{j_{\text {min }}}=\min _{j}\left(v_{j}\right)$, and (ii) $x \in \mathcal{I}_{\text {max }}(t)=\left[\left(v_{j_{\text {max }}}-\delta_{j_{\text {max }}}\right) t, \infty\right)$ for $v_{j_{\text {max }}}=\max _{j}\left(v_{j}\right)$. In the case (ii), all $M_{j}$ decay exponentially. Thus

$$
\sup _{x \in \mathcal{I}_{\max }(t)}|P(x, t)-1| \longrightarrow 0, \quad \sup _{x \in \mathcal{\mathcal { I } _ { \operatorname { m a x } } ( t )}}|p(x, t)-1| \longrightarrow 0, \quad \text { as } t \rightarrow-\infty,
$$

and we are done.

In the case (i), all $M_{j}$ explode. Here we replace $P, p$ by $\widehat{P}, \widehat{p}$ with

$$
\widehat{P}=\operatorname{det}\left(\begin{array}{cc}
M^{-1} & -T \\
T^{\prime} & \bar{M}^{-1}+f \otimes f
\end{array}\right), \quad \hat{p}=\operatorname{det}\left(\begin{array}{cc}
M^{-1} & -T \\
T^{\prime} & \bar{M}^{-1}
\end{array}\right) .
$$

Then

$$
\begin{aligned}
& \sup _{x \in \mathcal{I}_{\min }(t)}|\widehat{P}(x, t)-C| \longrightarrow 0, \quad \sup _{x \in \mathcal{I}_{\min }(t)}|\widehat{p}(x, t)-c| \longrightarrow 0, \quad \text { as } t \rightarrow-\infty, \\
& C=\operatorname{det}\left(\begin{array}{cc}
0 & -T \\
T^{\prime} & f \otimes f
\end{array}\right), \quad c=\operatorname{det}\left(\begin{array}{cc}
0 & -T \\
T^{\prime} & 0
\end{array}\right)
\end{aligned}
$$

and, by Lemma 5.1.8, Theorem 6.1.1, we are done again.
Thus $q$ asymptotically vanishes on $\mathbb{R}^{2} \backslash \cup_{j_{0}=1}^{N} \mathcal{C}_{j_{0}}$ as $t$ tends to $-\infty$. More precisely, $\left(1-\sum_{j_{0}=1}^{N} 1_{\mathcal{C}_{j_{0}}}\right) q \approx 0$ for $t \approx-\infty$. Step c is complete.

In summary, Proposition 5.1.6 is proved.

Finally we supply the simple fact on determinants used throughout the proof.
Lemma 5.1.8. Let $U, V, W \in \mathcal{M}_{n, n}(\mathbb{C})$ be arbitrary square matrices. Then the following identity holds,

$$
\operatorname{det}\left(\begin{array}{cc}
0 & -U \\
V & W
\end{array}\right)=\operatorname{det}(U) \operatorname{det}(V)
$$

Proof The assertion follows easily by the subsequent calculation

$$
\begin{aligned}
\operatorname{det}\left(\begin{array}{cc}
0 & -U \\
V & W
\end{array}\right) & =\operatorname{det}\left(\left(\begin{array}{cc}
U & 0 \\
0 & I
\end{array}\right)\left(\begin{array}{cc}
0 & -I \\
I & W
\end{array}\right)\left(\begin{array}{cc}
V & 0 \\
0 & I
\end{array}\right)\right) \\
& =\operatorname{det}(U) \operatorname{det}(V) \operatorname{det}\left(\begin{array}{cc}
0 & -I \\
I & W
\end{array}\right) \\
& =(-1)^{n} \operatorname{det}(U) \operatorname{det}(V) \operatorname{det}\left(\begin{array}{cc}
-I & 0 \\
W & I
\end{array}\right) \\
& =\operatorname{det}(U) \operatorname{det}(V),
\end{aligned}
$$

where for the third identity we have used the obvious permutation argument with respect to the columns.

Step 2. As a preparation for the inner analysis of the $j_{0}$-th negaton, we first give the basic estimates. To this end we study what happens if we deviate from its path logarithmically, that is $x-v_{j_{0}} t \sim \log |t|$.

Proposition 5.1.9. On the curve $\left(\gamma_{\rho}(t), t\right)$, where $\gamma_{\rho}(t)=v_{j_{0}} t+(\rho \log |t|) / \operatorname{Re}\left(\alpha_{j_{0}}\right)$ for $\rho \in \mathbb{R}$, the determinants $P^{\left(j_{0}\right)}, p^{\left(j_{0}\right)}$ behave according to

$$
p^{\left(j_{0}\right)}\left(\gamma_{\rho}(t), t\right)=C\left(\sum_{\kappa=0}^{n_{j_{0}}} C_{\kappa \kappa} F_{\kappa}(t) \overline{F_{\kappa}(t)}|t|^{2 \kappa \rho} t^{2\left(n_{j_{0}}-\kappa\right) \kappa}\right)\left[1+\mathcal{O}\left(\frac{\log |t|}{t}\right)\right]
$$

and

$$
\begin{gathered}
P^{\left(j_{0}\right)}\left(\gamma_{\rho}(t), t\right)=C\left(\sum_{\kappa=0}^{n_{j_{0}}} C_{\kappa \kappa} F_{\kappa}(t) \overline{F_{\kappa}(t)}|t|^{2 \kappa \rho} t^{2\left(n_{j_{0}}-\kappa\right) \kappa}+\right. \\
\left.+\sum_{\kappa=0}^{n_{j_{0}-1}}(-1)^{\kappa} C_{\kappa(\kappa+1)} F_{\kappa}(t) \overline{F_{\kappa+1}(t)}|t|^{(2 \kappa+1) \rho} t^{2\left(n_{j_{0}}-\kappa\right) \kappa+\left(n_{j_{0}}-2 \kappa-1\right)}\right)\left[1+\mathcal{O}\left(\frac{\log |t|}{t}\right)\right] \\
\text { with } C=\left(\operatorname{det}\left(T_{i j}\right)_{i j \in \Lambda_{j_{0}}^{-}}\right)^{2}, \\
C_{\kappa \lambda}=\left[\frac{1}{\alpha_{j_{0}}+\bar{\alpha}_{j_{0}}}\right]^{2 \kappa \lambda} \prod_{j \in \Lambda_{j_{0}}^{-}}\left[\frac{\alpha_{j}-\alpha_{j_{0}}}{\bar{\alpha}_{j}+\alpha_{j_{0}}}\right]^{2 \kappa n_{j}}\left[\frac{\bar{\alpha}_{j}-\bar{\alpha}_{j_{0}}}{\alpha_{j}+\bar{\alpha}_{j_{0}}}\right]^{2 \lambda n_{j}}, \\
\text { and } F_{\kappa}(t)=\frac{\prod_{k=1}^{\kappa-1} k!}{\prod_{k=1}^{\kappa}\left(n_{j_{0}}-k\right)!}\left(b_{j_{0}}^{\left(n_{j_{0}}\right)} c_{j_{0}}^{n_{j_{0}-\kappa}} \exp \left(\mathrm{i} \Upsilon_{j_{0}}\left(\gamma_{\rho}(t), t\right)\right)\right)^{\kappa},
\end{gathered}
$$

where $c_{j_{0}}=v_{j_{0}}+f_{0}^{\prime}\left(\alpha_{j_{0}}\right)$ and $\Upsilon_{j_{0}}(x, t)=\operatorname{Im}\left(\alpha_{j_{0}} x+f_{0}\left(\alpha_{j_{0}}\right) t\right)$.
The parameter $\rho$ controls the distance from the geometric center. Note that it enters in the asymptotic via the powers of $|t|$ and the term $\Upsilon_{j_{0}}\left(\gamma_{\rho}(t), t\right)$.

The main part of the proof is to expand the determinants $P^{\left(j_{0}\right)}, p^{\left(j_{0}\right)}$. We proceed in a similar manner as for solitons where the well-known expansion rule for determinants was used (see Lemma 4.1.6). Here we use a form of this rule which is particularly adapted to our problem. We need some more notation.

Consider the matrix

$$
S=\left(\begin{array}{cc}
U & V \\
W & Z
\end{array}\right)
$$

where each of the blocks $U, V, W, Z$ itself has a block structure which is given by

$$
U=\left(U_{i j}\right)_{i j \in \Lambda_{j_{0}}^{-} \cup\left\{j_{0}\right\}} \quad \text { with } \quad U_{i j}=\left(U_{i j}^{(\nu \mu)}\right)_{\substack{\nu=1, \ldots, n_{i} \\ \mu=1, \ldots, n_{j}}}
$$

and for $V, W, Z$ analogously.
For index tuples $J=\left(\sigma_{1}, \ldots, \sigma_{k}\right), K=\left(\tau_{1}, \ldots, \tau_{\lambda}\right)$ with $\sigma_{k}, \tau_{l} \in\left\{1, \ldots, n_{j_{0}}\right\}$ for $1 \leq k \leq \kappa, 1 \leq l \leq \lambda$, we define the matrix $S[J \times K]$ by

$$
S[J \times K]=\left(\begin{array}{cc}
U[J, J] & V[J, K] \\
W[K, J] & Z[K, K]
\end{array}\right) .
$$

Here $U[J, K]$ denotes the matrix with the blocks $U[J, K]_{i j}$, where

1. $U[J, K]_{i j}=U_{i j}$ if $i \neq j_{0}, j \neq j_{0}$,
2. $U[J, K]_{j_{0} j}$ is obtained from $U_{j_{0} j}$ by maintaining only the rows indexed by $J$ for $j \neq j_{0}$,
3. $U[J, K]_{i j_{0}}$ is obtained from $U_{i j_{0}}$ by maintaining only the columns indexed by $K$ for $i \neq j_{0}$,
4. $U[J, K]_{j_{0}, j_{0}}$ is obtained from $U_{j_{0}, j_{0}}$ by maintaining only the rows indexed by $J$ and the columns indexed by $K$,
and, furthermore, all maintained columns and rows in the blocks $U[J, K]_{i j}$ appear precisely in the order which is indicated by the tuples $J, K$.

By $|J|$ we denote the length of the index tuple $J$, in the case at hand $|J|=\kappa$. Note that also the trivial case of empty index tuples is admitted, where no rows or columns are maintained in the respective blocks. Then the length of the index tuple is zero.

Finally, we need a substitute $\widehat{I}$ of the identity matrix. With respect to the expansion we have in mind (confer Proposition 5.1.6) we define

$$
\widehat{I}=\left(\begin{array}{cc}
I^{\left(j_{0}\right)} & 0 \\
0 & I^{\left(j_{0}\right)}
\end{array}\right)
$$

for the diagonal matrix $I^{\left(j_{0}\right)}$ with the blocks $I_{j}^{\left(j_{0}\right)}=0, j \in \Lambda_{j_{0}}^{-}$, and $I_{j_{0}}^{\left(j_{0}\right)}=I_{n_{j_{0}}}$ on the diagonal.

Routine arguments yield the following expansion rule.
Lemma 5.1.10. In the situation described above, the following expansion rule holds:

$$
\operatorname{det}(\widehat{I}+S)=\sum_{\kappa=0}^{n_{j_{0}}} \sum_{\lambda=0}^{n_{j_{0}}} \sum_{|J|=\kappa}^{\prime} \sum_{|K|=\lambda}^{\prime} \operatorname{det}(S[J \times K])
$$

where the inner sums are taken over all index tuples $J, K$ from $\left\{1, \ldots, n_{j_{0}}\right\}$ and the prime means that only index sets with strictly increasing entries are admitted.
Note that the cases $\kappa=0, \lambda=0$ correspond to the appearance of empty index sets.


To illustrate the expansion, we indicate the position of the blocks where only the indices listed in $J, K$, respectively, are maintained in the case $j_{0}=1$.

We also need another, technical result for the evaluation of a certain determinant which has already been proved in [88]. Let us start with the following preparation.
Lemma 5.1.11. For all $\gamma \in \mathbb{C}$,

$$
\operatorname{det}\left(\prod_{\kappa=1}^{\mu-1}[(\gamma-(\nu-1))-\kappa]\right)_{\nu, \mu=1}^{k}=(-1)^{\frac{k(k+3)}{2}} \prod_{\kappa=1}^{k-1} \kappa!
$$

where it is understood that empty products equal 1.
Proof With special regard to the order induced by the numbering of the indices, we pursue the following strategy: Multiply the $\mu$-th column by $[(\gamma-(n-1))-\mu]$ and subtract it from the $(\mu+1)$-th column for $\mu=k-1, \ldots, 1$. This yields

$$
\Delta=\operatorname{det}\left(\prod_{\kappa=1}^{\mu-1}[(\gamma-(\nu-1))-\kappa]\right)_{\nu, \mu=1}^{k}
$$

$$
=\operatorname{det}\left(1, \quad(k-\nu) \prod_{\kappa=1}^{\mu-2}[(\gamma-(\nu-1)-\kappa)]\right)_{\substack{\nu>1 \\ \mu>1}}
$$

Now we expand the determinant with respect to the $k$-th row, which is zero except of the first entry. Then we extract the factor $(k-\nu)$, which is common to the $\nu$-th row $(\nu=1, \ldots, k-1)$. As a result,

$$
\Delta=(-1)^{k+1}(k-1)!\quad \operatorname{det}\left(\prod_{\kappa=1}^{\mu-1}[(\gamma-(\nu-1))-\kappa]\right)_{\nu, \mu=1}^{k-1}
$$

and the assertion follows by induction.

Corollary 5.1.12. Let $n \geq k$ be natural numbers. Then the determinant of the matrix $F=\left(\mathrm{fac}_{\nu \mu}\right)_{\nu, \mu=1}^{k} \in \mathcal{M}_{k, k}(\mathbb{C})$ with the entries

$$
\operatorname{fac}_{\nu \mu}=\left\{\begin{array}{cl}
\frac{1}{[n-(\nu+\mu-1)]!}, & \nu+\mu \leq n+1, \\
0, & \nu+\mu>n+1,
\end{array}\right.
$$

has the value

$$
\operatorname{det}(F)=(-1)^{\frac{k(k+3)}{2}} \frac{\prod_{k=1}^{k-1} \kappa!}{\prod_{\kappa=1}^{k}(n-\kappa)!},
$$

where it is understood that $0!=1$.
Proof For $\nu+\mu \leq n+1$, we have

$$
\begin{equation*}
(n-\nu)!\operatorname{fac}_{\nu \mu}=\frac{(n-\nu)!}{(n-(\nu+\mu-1))!}=\prod_{\kappa=1}^{\mu-1}[(n-(\nu-1))-\kappa] . \tag{5.13}
\end{equation*}
$$

If, on the other hand, $\nu+\mu>n+1$ the identity (5.13) holds all the more since the product on the right then contains the factor corresponding to $\kappa=n-(\nu-1)<\mu$ and hence vanishes. Therefore,

$$
\operatorname{det}(F)=\operatorname{det}\left(\frac{1}{(n-\nu)!} \cdot \prod_{k=1}^{\mu-1}[(n-(\nu-1))-\kappa]\right)_{\nu, \mu=1}^{k}
$$

and, extracting the factors $1 /(n-\nu)$ ! common to the $\nu$-th row for all $\nu$, the assertion follows from Lemma 5.1.11.

Proof (of Proposition 5.1.9) For the $j_{0}$-th negaton $q^{\left(j_{0}\right)}$ the only dependence on the variables $x, t$ is due to the block $M_{j_{0}}$. Therefore, we take a closer look at the behaviour of its entries $m_{j_{0}}^{(\mu)}$ along the curve $\left(\gamma_{\rho}(t), t\right)$ for $\rho \in \mathbb{R}$ fixed.

To begin with, for $\ell(x, t)=\exp \left(\alpha_{j_{0}} x+f_{0}\left(\alpha_{j_{0}}\right) t\right)=\exp \left(\operatorname{Re}\left(\alpha_{j_{0}}\right)\left[x-v_{j_{0}} t\right]+\mathrm{i} \Upsilon_{j_{0}}(x, t)\right)$ we have

$$
\ell\left(\gamma_{\rho}(t), t\right)=|t|^{\rho} \exp \left(\mathrm{i} \Upsilon_{j_{0}}\left(\gamma_{\rho}(t), t\right)\right)
$$

Set $Q_{\mu}(x, t)=\left(\partial^{\mu} \ell(x, t) / \partial \alpha_{j_{0}}^{\mu}\right) / \ell(x, t)$. Then $Q_{\mu}$ are polynomials satisfying the recursion relation $Q_{\mu+1}=Q_{\mu} Q_{1}+Q_{\mu}^{\prime}$ with $Q_{0}=1, Q_{1}=x+f_{0}^{\prime}\left(\alpha_{j_{0}}\right) t$ (the prime denoting the derivative with respect to $\alpha_{j_{0}}$ ). Thus an induction argument shows

$$
Q_{\mu}\left(\gamma_{\rho}(t), t\right)=\left(c_{j_{0}} t\right)^{\mu}\left[1+\mathcal{O}\left(\frac{\log |t|}{t}\right)\right]
$$

and from (5.8) we get

$$
\begin{equation*}
m_{j_{0}}^{(\mu)}\left(\gamma_{\rho}(t), t\right)=b_{j_{0}}^{\left(n_{j_{0}}\right)} \exp \left(\mathrm{i} \Upsilon_{j_{0}}\left(\gamma_{\rho}(t), t\right)\right) \frac{\left(c_{j_{0}} t\right)^{n_{j_{0}}-\mu}}{\left(n_{j_{0}}-\mu\right)!}|t|^{\rho}\left[1+\mathcal{O}\left(\frac{\log |t|}{t}\right)\right] \tag{5.14}
\end{equation*}
$$

Now we consider the determinants $P^{\left(j_{0}\right)}=\operatorname{det}(\hat{I}+S), p^{\left(j_{0}\right)}=\operatorname{det}\left(\hat{I}+S_{0}\right)$. Application of Lemma 5.1.10 combined with Proposition 4.1.9 yields the expansions

$$
\begin{align*}
p^{\left(j_{0}\right)}= & \sum_{\kappa=0}^{n_{j_{0}}} \sum_{|\cdot J|=\kappa}^{\prime} \sum_{|K|=\kappa}^{\prime} \operatorname{det}\left(S_{0}[J \times K]\right), \\
P^{\left(j_{0}\right)}= & \sum_{\kappa=0}^{n_{j_{0}}} \sum_{|\cdot J|=\kappa}^{\prime} \sum_{|K|=\kappa}^{\prime} \operatorname{det}(S[J \times J])+ \\
& \quad+\sum_{\kappa=0}^{n_{j_{0}-1}} \sum_{|J|=\kappa}^{\prime} \sum_{|K|=\kappa+1}^{\prime} \operatorname{det}(S[J \times K]) . \tag{5.15}
\end{align*}
$$

In the sequel we restrict the arguments to the treatment of $P^{\left(j_{0}\right)}$, which is the more involved case. Indeed the result for $p^{\left(j_{0}\right)}$ follows by completely the same line of arguments but only the sum concerning $|K|=\kappa$ has to be considered.

Our next aim is to calculate the principal minors $\operatorname{det}(S[J \times K])$ for $|J|=\kappa,|K|=\lambda$ with $\lambda \in\{\kappa, \kappa+1\}$, where, by Proposition 5.1.6,

$$
S=\left(\begin{array}{cc}
0 & -M^{\left(j_{0}\right)} T^{\left(j_{0}\right)} \\
\bar{M}^{\left(j_{0}\right)}\left(T^{\left(j_{0}\right)}\right)^{\prime} & \bar{M}^{\left(j_{0}\right)}\left(f^{\left(j_{0}\right)} \otimes f^{\left(j_{0}\right)}\right)
\end{array}\right)
$$

To reduce the expression to the calculation of determinants with known values, we have to expand once more.

For the moment abbreviate $U=-M^{\left(j_{0}\right)} T^{\left(j_{0}\right)}$. Then $U=\left(U_{i j}\right)_{i, j \in \Lambda_{j_{0}}^{-} \cup\left\{j_{0}\right\}}$, and its blocks are given by $U_{i j}=-T_{i j}$ for $i \in \Lambda_{j_{0}}^{-}$and $U_{j_{0} j}=-M_{j_{0}} T_{j_{0} j}$, where

$$
M_{j_{0}} T_{j_{0}, j}=\left(\sum_{\kappa=1}^{n_{j_{0}}-(\nu-1)} t_{j_{0} . j}^{(\kappa \mu)} m_{j_{0}}^{(\nu+\kappa-1)}\right)_{\substack{\nu=1, \ldots, n_{j 0} \\ \mu=1, \ldots, n_{j}}} .
$$

Observe that the matrices in the lower left and right corners of $S$ have a similar structure.
By the usual rules for the calculation of determinants (linearity with respect to rows), we observe for $J=\left(\sigma_{1}, \ldots, \sigma_{\kappa}\right), K=\left(\tau_{1}, \ldots, \tau_{\lambda}\right)$ with strictly increasing indices

$$
\begin{align*}
\operatorname{det}(S[J \times K]) & =\sum_{\widehat{\sigma}_{1}=1}^{n_{j_{0}}-\sigma_{1}+1}\left(m _ { j _ { 0 } } ^ { ( \sigma _ { 1 } + \hat { \sigma } _ { 1 } - 1 ) } \cdots \sum _ { \widehat { \sigma } _ { \kappa } = 1 } ^ { n _ { j _ { 0 } } - \sigma _ { \kappa } + 1 } \left(m_{j_{0}}^{\left(\sigma_{\kappa}+\hat{\sigma}_{\kappa}-1\right)}\right.\right. \\
& \left.\left.\sum_{\hat{\tau}_{1}=1}^{n_{j_{0}}-\tau_{1}+1}\left(\bar{m}_{j_{0}}^{\left(\tau_{1}+\hat{\tau}_{1}-1\right)} \cdots \sum_{\hat{\tau}_{\lambda}=1}^{n_{j_{0}}-\tau_{\lambda}+1}\left(\bar{m}_{j_{0}}^{\left(\tau_{\lambda}+\hat{\tau}_{\lambda}-1\right)} \operatorname{det}(R[\widehat{J} \times \widehat{K}])\right) \ldots\right)\right) \ldots\right) \tag{5.16}
\end{align*}
$$

with $\widehat{J}:=\left(\widehat{\sigma}_{1}, \ldots, \widehat{\sigma}_{\kappa}\right), \widehat{K}:=\left(\widehat{\tau}_{1}, \ldots, \widehat{\tau}_{\lambda}\right)$, and

$$
R=\left(\begin{array}{cc}
0 & -T^{\left(j_{0}\right)} \\
\left(T^{\left(j_{0}\right)}\right)^{\prime} & f^{\left(j_{0}\right)} \otimes f^{\left(j_{0}\right)}
\end{array}\right) .
$$

Recall that $J, K$ contain strictly increasing indices. Moreover, $\operatorname{det}(R[\widehat{J} \times \widehat{K}])=0$ whenever $\widehat{J}$ (or $\widehat{K}$ ) contains two coiniciding indices. Thus

$$
\begin{align*}
& \widehat{\sigma}_{1}<\ldots<\widehat{\sigma}_{\kappa} \quad \text { and } \widehat{\sigma}_{k} \text { pairwise different for } k=1, \ldots, \kappa, \\
& \widehat{\tau}_{1}<\ldots<\widehat{\tau}_{\lambda} \quad \text { and } \widehat{\tau}_{l} \text { pairwise different for } l=1, \ldots, \lambda . \tag{5.17}
\end{align*}
$$

Searching for the leading term in $t$ of (5.16), we consult (5.14). This shows that in (5.16) the following powers of $t$ occur:

$$
\begin{aligned}
\sum_{k=1}^{\kappa}(\rho & \left.+n_{j_{0}}-\left(\sigma_{k}+\widehat{\sigma}_{k}-1\right)\right)+\sum_{l=1}^{\lambda}\left(\rho+n_{j_{0}}-\left(\tau_{l}+\widehat{\tau}_{l}-1\right)\right) \\
& =(\kappa+\lambda)\left(\rho+n_{j_{0}}+1\right)-\left(\sum_{k=1}^{\kappa}\left(\sigma_{k}+\widehat{\sigma}_{k}\right)+\sum_{l=1}^{\lambda}\left(\tau_{l}+\widehat{\tau}_{l}\right)\right)
\end{aligned}
$$

with the constraint $\sigma_{\kappa}+\widehat{\sigma}_{\kappa}, \tau_{\lambda}+\widehat{\tau}_{\lambda} \leq n_{j_{0}}+1$ for $1 \leq \kappa \leq k, 1 \leq \lambda \leq l$ due to the limitations of the summation in (5.16). Taking into account (5.17), this expression is maximized precisely by the choices
(i) $\sigma_{k}=k$ and $\widehat{\sigma}_{k}=\pi(k)$ for $\pi \in \operatorname{Perm}^{\prime}(\kappa)$,
(ii) $\tau_{l}=l$ and $\widehat{\tau}_{l}=\chi(l)$ for $\chi \in \operatorname{Perm}^{\prime}(\lambda)$.

Here $\operatorname{Perm}(\kappa)$ denotes the group of permutations of $\{1, \ldots, \kappa\}$ and $\operatorname{Perm}^{\prime}(\kappa)$ is the subset of those of the permutations $\pi \in \operatorname{Perm}(\kappa)$ which satisfy $k+\pi(k) \leq n_{j_{0}}+1$ for all $k=1, \ldots, \kappa$. Therefore, the leading term in $t$ of (5.16) is given by

$$
\begin{equation*}
\operatorname{det}(S[J \times K])=H_{\kappa \lambda}(t)\left[1+\mathcal{O}\left(\frac{1}{t}\right)\right] \tag{5.18}
\end{equation*}
$$

with

$$
\begin{align*}
H_{\kappa \lambda}(t)= & \sum_{\pi \in \operatorname{Perm}^{\prime}(\kappa)}
\end{align*} \sum_{\chi \in \operatorname{Perm}^{\prime}(\lambda)}\left(\prod_{k=1}^{\kappa} m_{j_{0}}^{(k+\pi(k)-1)} \prod_{l=1}^{\lambda} \bar{m}_{j_{0}}^{(l+\chi(l)-1)}, \quad . \operatorname{det}(R[(\pi(1), \ldots, \pi(\kappa)) \times(\chi(1), \ldots, \chi(\lambda))])\right) .
$$

As for the calculation of $H_{n \lambda}$, we first exploit (5.14) and use $\sum_{k=1}^{\kappa}\left(n_{j_{0}}-(k+\pi(k)-1)\right)=$ $\left(n_{j_{0}}+1\right) \kappa-2 \sum_{k=1}^{\kappa} k=\left(n_{j_{0}}-\kappa\right) \kappa$, which yields

$$
\begin{array}{r}
\prod_{k=1}^{\kappa} m_{j_{0}}^{(k+\pi(k)-1)}=\frac{G_{\kappa}(t) t^{\left(n_{j_{0}}-\kappa\right) \kappa}|t|^{\kappa \rho}}{\prod_{k=1}^{\kappa}\left(n_{j_{0}}+1-(k+\pi(k))\right)!}\left[1+\mathcal{O}\left(\frac{\log |t|}{t}\right)\right] \\
\quad \text { with } G_{\kappa}(t)=\left(b_{j_{0}}^{\left(n_{j_{0}}\right)}\left(c_{j_{0}}\right)^{n_{j_{0}}-\kappa} \exp \left(\mathrm{i} \Upsilon_{j_{0}}\left(\gamma_{\rho}(t), t\right)\right)\right)^{\kappa}
\end{array}
$$

(note that $G_{\kappa}(t)$ does not contribute to the growth in $t$ since $\left|G_{\kappa}(t)\right|$ is constant). Inserting this into (5.19), we get

$$
\begin{equation*}
H_{\kappa \lambda}(t)=D_{\kappa \lambda} G_{\kappa}(t) \overline{G_{\lambda}(t)} \quad|t|^{(\kappa+\lambda) \rho} t^{\kappa\left(n_{j_{0}}-\kappa\right)+\lambda\left(n_{j_{0}}-\lambda\right)} \quad\left[1+\mathcal{O}\left(\frac{\log |t|}{t}\right)\right], \tag{5.20}
\end{equation*}
$$

where

$$
\begin{array}{r}
D_{\kappa \lambda}=\sum_{\substack{\pi \in \operatorname{Perm}^{\prime}(\kappa) \\
\chi \in \operatorname{Perm}^{\prime}(\lambda)}} \prod_{k=1}^{n} \frac{1}{\left(n_{j_{0}}+1-(k+\pi(k))\right)!} \prod_{l=1}^{\lambda} \frac{1}{\left(n_{j_{0}}+1-(l+\chi(l))\right)!} \\
\quad \cdot \operatorname{det}(R[(\pi(1), \ldots, \pi(\kappa)) \times(\chi(1), \ldots, \chi(\lambda))]) .
\end{array}
$$

We can drop the restriction on the permutations $\pi \in \operatorname{Perm}^{\prime}(\kappa), \chi \in \operatorname{Perm}^{\prime}(\lambda)$ if we pass from the faculties to the quantities

$$
\mathrm{fac}_{\nu \mu}=\left\{\begin{array}{cl}
\frac{1}{\left(n_{j_{0}}+1-(\mu+\nu)\right)!}, & \mu+\nu \leq n_{j_{0}}+1, \\
0, & \mu+\nu>n_{j_{0}}+1 .
\end{array} .\right.
$$

Thus, by Corollary 5.1.12,

$$
\begin{aligned}
& D_{\kappa \lambda}= \sum_{\substack{\pi \in \operatorname{Perm}(\kappa) \\
\chi \in \operatorname{Perm}(\lambda}} \prod_{k=1}^{\kappa} \operatorname{fac}_{k \pi(k)} \prod_{l=1}^{\lambda} \operatorname{fac}_{l \chi(l)} \operatorname{det}(R[(\pi(1), \ldots, \pi(\kappa)) \times(\chi(1), \ldots, \chi(\lambda))]) \\
&= \operatorname{det}(R[(1, \ldots, \kappa) \times(1, \ldots, \lambda)]) \\
& \cdot \sum_{\pi \in \operatorname{Perm}(\kappa)}\left(\operatorname{sgn}(\pi) \prod_{k=1}^{\kappa} \operatorname{fac}_{k \pi(k)}\right) \sum_{\chi \in \operatorname{Perm}(\lambda)}\left(\operatorname{sgn}(\chi) \prod_{l=1}^{\lambda} \operatorname{fac}_{l \chi(l)}\right) \\
&= \operatorname{det}\left(\operatorname{fac}_{\mu \nu}\right)_{\mu, \nu=1}^{\kappa} \operatorname{det}\left(\operatorname{fac}_{\mu \nu}\right)_{\mu, \nu=1}^{\lambda} \operatorname{det}(R[(1, \ldots, \kappa) \times(1, \ldots, \lambda)]) \\
&=(-1)^{\kappa(\kappa+3) / 2} \frac{\prod_{k=1}^{\kappa-1} k!}{\prod_{k=1}^{\kappa}\left(n_{j_{0}}-k\right)!} \quad(-1)^{\lambda(\lambda+3) / 2} \frac{\prod_{l=1}^{\lambda-1} l!}{\prod_{l=1}^{\lambda}\left(n_{j_{0}}-l\right)!} \\
& \quad \cdot \operatorname{det}(R[(1, \ldots, \kappa) \times(1, \ldots, \lambda)]) .
\end{aligned}
$$

Therefore,

$$
\begin{align*}
& D_{\kappa \lambda} G_{\kappa}(t) \overline{G_{\lambda}(t)}= \\
& \quad=(-1)^{\frac{\kappa(\kappa+3)}{2}}(-1)^{\frac{\lambda(\lambda+3)}{2}} F_{\kappa}(t) \overline{F_{\lambda}(t)} \operatorname{det}(R[(1, \ldots, \kappa) \times(1, \ldots, \lambda)]) . \tag{5.21}
\end{align*}
$$

As a consequence of (5.18), (5.20), and (5.21), we infer

$$
\begin{align*}
& \operatorname{det}(S[J \times K])=(-1)^{\frac{\kappa(\kappa+3)}{2}}(-1)^{\frac{\lambda(\lambda+3)}{2}} \operatorname{det}(R[(1, \ldots, \kappa) \times(1, \ldots, \lambda)]) \\
& \cdot F_{\kappa}(t) \overline{F_{\lambda}(t)}|t|^{(\kappa+\lambda) \rho} t^{\kappa\left(n_{j_{0}}-\kappa\right)+\lambda\left(n_{j_{0}}-\lambda\right)} \tag{5.22}
\end{align*}\left[1+\mathcal{O}\left(\frac{\log |t|}{t}\right)\right] .
$$

Finally, we state

$$
\begin{equation*}
\operatorname{det}(R[(1, \ldots, \kappa) \times(1, \ldots, \lambda)])=C C_{\kappa \lambda} \quad \text { for } \lambda=\kappa, \kappa+1 \tag{5.23}
\end{equation*}
$$

Actually the proof of (5.23) is very involved. We refer to Theorem 6.2.1 in Chapter 6.
Inserting (5.22), (5.23) into (5.15), and using $(-1)^{\kappa^{2}}=(-1)^{\kappa}$ yields Proposition 5.1.9.

Now we are in position to give the asymptotic behaviour of the $j_{0}$-th negaton.
Proposition 5.1.13. $\quad q^{\left(j_{0}\right)}(x, t) \approx \sum_{j_{0} 0^{\prime}=0}^{n_{j_{0}-1}} q^{\left(j_{0} j_{0}^{\prime}\right)}(x, t)$ for $t \approx-\infty$ with

$$
\begin{equation*}
q^{\left(j_{0} j_{0}^{\prime}\right)}(x, t)=\left(\alpha_{j_{0}}+\bar{\alpha}_{j_{0}}\right) \frac{(-1)^{j_{0}^{\prime}+1} \epsilon^{J_{0}^{\prime}} \exp \left(\overline{\Gamma_{j_{0} j_{0}^{\prime}}^{-}(x, t)}\right)}{1+\exp \left(\Gamma_{j_{0} j_{0}^{\prime}}^{-}(x, t)+\overline{\Gamma_{j_{0}, j_{0}^{\prime}}^{-}(x, t)}\right)} \tag{5.24}
\end{equation*}
$$

where $\epsilon=\operatorname{sgn}(t)$ and the function $\Gamma_{j_{0}, j_{0}^{\prime}}^{-}=\Gamma_{j_{0} j_{0}^{\prime}}^{-}(x, t)$ is defined by

$$
\Gamma_{j_{0} j_{0}^{\prime}}^{-}(x, t)=\alpha_{j_{0}} x+f_{0}\left(\alpha_{j_{0}}\right) t-J_{0}^{\prime} \log |t|+\varphi_{j_{0}}+\varphi_{j_{0}}^{-}-\varphi_{j_{0} j_{0}^{\prime}}^{-}
$$

for the index $J_{0}^{\prime}=-\left(n_{j_{0}}-1\right)+2 j_{0}^{\prime}$ associated to $j_{0}^{\prime}$, and the phase $\varphi_{j_{0}}$, and the phase-shifts $\varphi_{j_{0}}^{-}, \varphi_{j_{0} j_{0}^{\prime}}^{-}$as defined in Theorem 5.1.2.

Remark 5.1.14. In (5.24) we did not include the sign $\epsilon^{J_{0}^{\prime}}$ in the power of $(-1)$ in order to stress the symmetry between the cases $t \approx-\infty, t \approx+\infty$.

Proof Without loss of generality, $t<-1$. (This assumption is only needed to guarantee that the intervals defined below are proper).

Recall from Proposition 5.1.9 that the curve $\left(t, \gamma_{\rho}(t)\right)$ for $\rho \in \mathbb{R}$ is defined by

$$
\gamma_{\rho}(t)=v_{j_{0}} t+\rho \log |t| / \operatorname{Re}\left(\alpha_{j_{0}}\right)
$$

Fix $j_{0}^{\prime}$ and set $J_{0}^{\prime}=-\left(n_{j_{0}}-1\right)+2 j_{0}^{\prime}$.
Let $x \in \mathcal{I}_{j_{0}^{\prime}}(t)=\left(\gamma_{J_{0}^{\prime}-\frac{1}{2}}(t), \gamma_{J_{0}^{\prime}+\frac{1}{2}}(t)\right)$. This interval $\mathcal{I}_{j_{0}^{\prime}}(t)$ has the center $\gamma_{J_{0}^{\prime}}(t)=$ $v_{j_{0}} t+J_{0}^{\prime} \log |t| / \operatorname{Re}\left(\alpha_{j_{0}}\right)$, and its diameter grows logarithmically with $t$.
Moreover, we define $\mathcal{C}_{j_{0}^{\prime}}=\bigcup_{t \leq-1} \mathcal{I}_{j_{0}^{\prime}}(t)$.


We subdivide our task in three steps:
Step a: First we show that, in the asymptotic sense, the only contribution to the $j_{0}$-th negaton $q^{\left(j_{0}\right)}$ in $\mathcal{C}_{j_{0}^{\prime}}$ is due to the soliton $q^{\left(\text {jojojo }_{j}^{\prime}\right)}$.

Step b: Next we show that outside $\mathcal{C}_{j_{0}^{\prime}}$ the soliton $q^{\left(\text {jo. }_{0}^{\prime}\right)}$ asymptotically vanishes.
Step c: At last we show that the $j_{0}$-th negaton $q^{\left(j_{0}\right)}$ vanishes asymptotically outside $\bigcup_{j_{0}^{\prime}=0}^{n_{j 0}-1} \mathcal{C}_{j_{0}^{\prime}}$.
To avoid confusion we point out that we are not going to show that the maximum of the $j_{0}$-th soliton moves along the center $\gamma_{J_{0}^{\prime}}(t)$ of the interval $\mathcal{I}_{j_{0}^{\prime}}(t)$, but on a curve parallel to $\left(\gamma_{J_{0}^{\prime}}(t), t\right)$ where the distance between the curves is determined by the term $\varphi_{j_{0}}+\varphi_{j_{0}}^{-}-\varphi_{j_{0} j_{0}^{\prime}}^{-}$. Note that there is a certain flexibility in the choice of the $\mathcal{I}_{j_{0}^{\prime}}(t)$. For example, they could be replaced by their translates $\mathcal{I}_{j_{0}^{\prime}}(t)+t_{0}$ by a fixed but arbitrary $t_{0} \in \mathbb{R}$.

Step a: Parametrize $x=\gamma_{J_{0}^{\prime}+\rho}(t)$ by $\rho \in\left(-\frac{1}{2}, \frac{1}{2}\right)$.
By Proposition 5.1.9, the order of $P^{\left(j_{0}\right)}\left(\gamma_{J_{0}^{\prime}+\rho}(t), t\right), p^{\left(j_{0}\right)}\left(\gamma_{J_{0}^{\prime}+\rho}(t), t\right)$ in $t$ is determined by the exponents

$$
\begin{align*}
f_{\rho}(\kappa) & =-2 \kappa^{2}+2\left(n_{j_{0}}+\left(J_{0}^{\prime}+\rho\right)\right) \kappa \\
& =-2 \kappa^{2}+2\left(\left(2 j_{0}^{\prime}+1\right)+\rho\right) \kappa \quad \text { for } \quad \kappa \in\left\{0, \ldots, n_{j_{0}}\right\} \tag{5.25}
\end{align*}
$$

and

$$
\begin{align*}
g_{\rho}(\kappa) & =-2 \kappa^{2}+2\left(n_{j_{0}}-1+\left(J_{0}^{\prime}+\rho\right)\right) \kappa+\left(n_{j_{0}}-1+\left(J_{0}^{\prime}+\rho\right)\right) \\
& =-2 \kappa^{2}+2\left(2 j_{0}^{\prime}+\rho\right) \kappa+\left(2 j_{0}^{\prime}+\rho\right) \quad \text { for } \quad \kappa \in\left\{0, \ldots, n_{j_{0}}-1\right\} . \tag{5.26}
\end{align*}
$$

Again we search for the exponents which maximize the order of $t$.
Regarding $\kappa$ as a continuous variable for the moment, the function $f_{\rho}$ is a concave parabola. It attains its global maximum in $\kappa_{0}(\rho)=\left(j_{0}^{\prime}+\frac{1}{2}\right)+\rho / 2$. Since $|\rho|<\frac{1}{2}$, candidates for the dominating exponents correspond to the indices $\kappa=j_{0}^{\prime}, j_{0}^{\prime}+1$. Moreover, the other exponents do not disturb the order estimation, since the minimal distance to them is

$$
\left.\begin{array}{rl}
\min & \left\{f_{\rho}\left(j_{0}^{\prime}\right), f_{\rho}\left(j_{0}^{\prime}+1\right)\right\}-\max \left\{f_{\rho}\left(j_{0}^{\prime}-1\right), f_{\rho}\left(j_{0}^{\prime}+2\right)\right\}= \\
& =\left\{\begin{array}{c}
f_{\rho}\left(j_{0}^{\prime}+1\right)-f_{\rho}\left(j_{0}^{\prime}-1\right)=4(1+\rho), \\
f_{\rho}\left(j_{0}^{\prime}\right)-f_{\rho}\left(j_{0}^{\prime}+2\right)
\end{array}=4(1-\rho), \quad \text { if } \rho \geq 0\right.
\end{array}\right] .
$$

Analogously, $g_{\rho}$ attains its maximum for $\kappa_{0}(\rho)=j_{0}^{\prime}+\rho / 2$ what shows that $\kappa=j_{0}^{\prime}$ maximizes the concerning exponents. Here the minimal distance to the other exponents can be estimated from below by $g_{\rho}\left(j_{0}\right)=\max \left\{g_{\rho}\left(j_{0}^{\prime}-1\right), g_{\rho}\left(j_{0}^{\prime}+1\right)\right\}>1$.

Keeping only those terms in Proposition 5.1.9 (note that $\gamma_{\rho+J_{0}^{\prime}}(t)$ has to be inserted), we get for $q^{\left(j_{0}\right)}=1-P^{\left(j_{0}\right)} / p^{\left(j_{0}\right)}=\left(p^{\left(j_{0}\right)}-P^{\left(j_{0}\right)}\right) / p^{\left(j_{0}\right)}$

$$
\begin{align*}
& q^{\left(j_{0}\right)}\left(\gamma_{J_{0}^{\prime}+\rho}(t), t\right)= \\
= & \frac{\left(-(-1)^{j_{0}^{\prime}} C_{j_{0}^{\prime}\left(j_{0}^{\prime}+1\right)} F_{j_{0}^{\prime}}(t) \overline{F_{j_{0}^{\prime}+1}(t)}|t|^{\left.\rho+J_{0}^{\prime} t^{-J_{0}^{\prime}}\right)\left[1+\mathcal{O}\left(\frac{\log |t|}{t}\right)\right]}\right.}{\left(C_{j_{0}^{\prime} j_{0}^{\prime}} F_{j_{0}^{\prime}}(t) \overline{F_{j_{0}^{\prime}}(t)}+C_{\left(j_{0}^{\prime}+1\right)\left(j_{0}^{\prime}+1\right)} F_{j_{0}^{\prime}+1}(t) \overline{F_{j_{0}^{\prime}+1}(t)}|t|^{2\left(\rho+J_{0}^{\prime}\right)} t^{-2 J_{0}^{\prime}}\right)\left[1+\mathcal{O}\left(\frac{\log |t|}{t}\right)\right]} \\
& =\frac{(-1)^{j_{0}^{\prime}+1} \epsilon^{J_{0}^{\prime}} C_{j_{0}^{\prime}\left(j_{0}^{\prime}+1\right)} F_{j_{0}^{\prime}}(t) \overline{F_{j_{0}^{\prime}+1}(t)}|t|^{\rho}}{C_{j_{0}^{\prime} j_{0}^{\prime}} F_{j_{0}^{\prime}}(t) \overline{F_{j_{0}^{\prime}}(t)}+C_{\left(j_{0}^{\prime}+1\right)\left(j_{0}^{\prime}+1\right)} F_{j_{0}^{\prime}+1}(t) \overline{F_{j_{0}^{\prime}+1}(t)}|t|^{2 \rho}}+\mathcal{O}\left(\frac{\log |t|}{t}\right) \tag{5.27}
\end{align*}
$$

where the sign $\epsilon$ is defined by $t=\epsilon|t|$.
Recall the definitions of $C_{\kappa \lambda}, F_{\kappa}(t)$ in Proposition 5.1.9. With regard to

$$
d_{j_{0}}=\left(\alpha_{j_{0}}+\bar{\alpha}_{j_{0}}\right) c_{j_{0}}, \quad \exp \left(\varphi_{j_{0}}\right)=b_{j_{0}}^{\left(n_{j_{0}}\right)} /\left(\alpha_{j_{0}}+\bar{\alpha}_{j_{0}}\right)^{n_{j_{0}}}
$$

and the definitions of the phase-shifts $\varphi_{j_{0}}^{-}, \varphi_{j_{0} j_{0}^{\prime}}^{-}$in Theorem 5.1.2, these read

$$
C_{\kappa \lambda}=\left(\frac{1}{\alpha_{j_{0}}+\bar{\alpha}_{j_{0}}}\right)^{2 \kappa \lambda}\left(\exp \left(\varphi_{j_{0}}^{-}\right)\right)^{\kappa}\left(\overline{\exp \left(\varphi_{j_{0}}^{-}\right)}\right)^{\lambda}
$$

and

$$
\begin{aligned}
& F_{\kappa+1}(t) / F_{\kappa}(t)=\frac{\kappa!}{\left(n_{j_{0}}-\kappa-1\right)!} c_{j_{0}}^{n_{j_{0}}-2 \kappa-1} b_{j_{0}}^{\left(n_{j_{0}}\right)} \exp \left(\mathrm{i}^{\left(j_{0}\right)}\left(\gamma_{J_{0}^{\prime}+\rho}(t), t\right)\right) \\
& \quad=\frac{\kappa!}{(\kappa-K)!} c_{j_{0}}^{-K}\left(\alpha_{j_{0}}+\bar{\alpha}_{j_{0}}\right)^{n_{j_{0}}} \exp \left(\mathrm{i}^{\left(j_{0}\right)}\left(\gamma_{J_{0}^{\prime}+\rho}(t), t\right)+\varphi_{j_{0}}\right) \\
& \quad=\left(\alpha_{j_{0}}+\bar{\alpha}_{j_{0}}\right)^{2 \kappa+1} \frac{\kappa!}{(\kappa-K)!} d_{j_{0}}^{-K} \exp \left(\mathrm{i} \Upsilon^{\left(j_{0}\right)}\left(\gamma_{J_{0}^{\prime}+\rho}(t), t\right)+\varphi_{j_{0}}\right) \\
& \quad=\left(\alpha_{j_{0}}+\bar{\alpha}_{j_{0}}\right)^{2 \kappa+1} \exp \left(\mathrm{i} \Upsilon^{\left(j_{0}\right)}\left(\gamma_{J_{0}^{\prime}+\rho}(t), t\right)+\varphi_{j_{0}}-\varphi_{j_{0} \kappa}^{-}\right)
\end{aligned}
$$

for $K=-\left(n_{j_{0}}-1\right)+2 \kappa$, the index associated to $\kappa$.
Inserting these into (5.27) and reordering a bit, we end up with

$$
\begin{align*}
q^{\left(j_{0}\right)}\left(\gamma_{J_{0}^{\prime}+\rho}(t), t\right) & =\left(\alpha_{j_{0}}+\bar{\alpha}_{j_{0}}\right) \frac{\overline{\mathcal{P}^{\left(j_{0} j_{0}^{\prime}\right)}(t)}|t|^{\rho}}{1+\mathcal{P}^{\left(j_{0} j_{0}^{\prime}\right)}(t) \overline{\mathcal{P}^{\left(j_{0} j_{0}^{\prime}\right)}(t)}|t|^{2 \rho}}+\mathcal{O}\left(\frac{\log |t|}{t}\right)  \tag{5.28}\\
\text { for } \mathcal{P}^{\left(j_{0} j_{0}^{\prime}\right)}(t) & =(-1)^{j_{0}^{\prime}+1} \epsilon^{J_{0}^{\prime}} \exp \left(\mathrm{i}^{\left(j_{0}\right)}\left(\gamma_{J_{0}^{\prime}+\rho}(t), t\right)+\varphi_{j_{0}}+\varphi_{j_{0}}^{-}-\varphi_{j_{0} j_{0}^{\prime}}^{-}\right) \tag{5.29}
\end{align*}
$$

Our aim is to compare $q^{\left(j_{0}\right)}$ with $q^{\left(j_{0} j_{0}^{\prime}\right)}$ on $\mathcal{I}_{j_{0}^{\prime}}(t)$. To this end, we also have to calculate $q^{\left(j_{0} j_{0}^{\prime}\right)}\left(\gamma_{J_{0}^{\prime}+\rho}(t), t\right)$. From

$$
\begin{aligned}
& \Gamma_{j_{0} j_{0}^{\prime}}^{-}\left(\gamma_{J_{0}^{\prime}+\rho}(t), t\right)= \\
& \quad=\operatorname{Re}\left(\alpha_{j_{0}}\right)\left[\gamma_{J_{0}^{\prime}+\rho}(t)-v_{j_{0}} t\right]-J_{0}^{\prime} \log |t|+\mathrm{i} \Upsilon\left(\gamma_{J_{0}^{\prime}+\rho}(t), t\right)+\varphi_{j_{0}}+\varphi_{j_{0}}^{-}-\varphi_{j_{0} j_{0}^{\prime}}^{-} \\
& \quad=\rho \log |t|+\mathrm{i} \Upsilon\left(\gamma_{J_{0}^{\prime}+\rho}(t), t\right)+\varphi_{j_{0}}+\varphi_{j_{0}}^{-}-\varphi_{j_{0} j_{0}^{\prime}}^{-}
\end{aligned}
$$

it is straightforward to check that

$$
\begin{equation*}
q^{\left(j_{0} j_{0}^{\prime}\right)}\left(\gamma_{J_{0}^{\prime}+\rho}(t), t\right)=\left(\alpha_{j_{0}}+\bar{\alpha}_{j_{0}}\right) \frac{\overline{\mathcal{P}^{\left(j_{0} j_{0}^{\prime}\right)}(t)}|t|^{\rho}}{1+\mathcal{P}^{\left(j_{0} j_{0}^{\prime}\right)}(t) \overline{\mathcal{P}^{\left(j_{0} j_{0}^{\prime}\right)}(t)}|t|^{2 \rho}} \tag{5.30}
\end{equation*}
$$

As a consequence of (5.28) and (5.30), we may conclude

$$
\sup _{x \in \mathcal{I}_{j_{0}^{\prime}}^{\prime}(t)}\left|q^{\left(j_{0}\right)}(x, t)-q^{\left(j_{0} j_{0}^{\prime}\right)}(x, t)\right|=\mathcal{O}\left(\frac{\log |t|}{t}\right)
$$

and hence the supremum converges to zero as $t \rightarrow-\infty$.
In summary, we have shown that $q^{\left(j_{0}\right)}$ asymptotically behaves like the soliton $q^{\left(j_{0} j_{0}^{\prime}\right)}$ on $\mathcal{C}_{j_{0}^{\prime}}$ as $t$ tends to $-\infty$. More precisely, we have $1_{\mathcal{C}_{j_{0}^{\prime}}} q^{\left(j_{0}\right)} \approx 1_{\mathcal{C}_{j_{0}^{\prime}}} q^{\left(j 0 j_{0}^{\prime}\right)}$ for $t \approx-\infty$, where $1_{\mathcal{C}_{j_{0}^{\prime}}}$ is the characteristic function of $\mathcal{C}_{j_{0}^{\prime}}$. Step a is complete.

Step b: Next, we discuss the behaviour of the soliton $q^{\left(j_{0} j_{0}^{\prime}\right)}$ outside of $\mathcal{I}_{j_{0}^{\prime}}(t)$. We distinguish two cases:
(i) Let $x \in \mathcal{I}_{j_{0}^{\prime}}^{-}(t)=\left(-\infty, \gamma_{J_{0}^{\prime}-\frac{1}{2}}(t)\right]$, say $x=\gamma_{J_{0}^{\prime}+\rho}(t)$ with $\rho \leq-\frac{1}{2}$.

First recall that $q^{\left(j_{0} j_{0}^{\prime}\right)}\left(\gamma_{J_{0}^{\prime}+\rho}(t), t\right)$ has been determined in (5.30) with $\mathcal{P}^{\left(j_{0} j_{0}^{\prime}\right)}(t)$ as defined in (5.29). Note that the modulus of $\mathcal{P}^{\left(j_{0} j_{0}^{\prime}\right)}(t)$ does not depend on $t$. Set $c=\left|\mathcal{P}^{\left(j_{0} j_{0}^{\prime}\right)}(t)\right|$. Then, by (5.30), for $|t|>c^{2}$,

$$
\begin{aligned}
\left|q^{\left(j_{0} j_{0}^{\prime}\right)}\left(\gamma_{J_{0}^{\prime}+\rho}(t), t\right)\right| & \leq\left|\alpha_{j_{0}}+\bar{\alpha}_{j_{0}}\right| \frac{c|t|^{\rho}}{1-c^{2}|t|^{2 \rho}} \\
& \leq\left|\alpha_{j_{0}}+\bar{\alpha}_{j_{0}}\right| \frac{c|t|^{-\frac{1}{2}}}{1-c^{2}|t|^{-1}}=\mathcal{O}\left(t^{-\frac{1}{2}}\right) \quad \forall \rho \leq-\frac{1}{2}
\end{aligned}
$$

(ii) Let $x \in \mathcal{I}_{j_{0}^{\prime}}^{+}(t)=\left[\gamma_{J_{0}^{\prime}+\frac{1}{2}}(t), \infty\right)$, say $x=\gamma_{J_{0}^{\prime}+\rho}(t)$ with $\rho \geq \frac{1}{2}$.

Here we rewrite (5.30) in the following way:

$$
q^{\left(j_{0} j_{0}^{\prime}\right)}\left(\gamma_{J_{0}^{\prime}+\rho}(t), t\right)=-\left(\alpha_{j_{0}}+\bar{\alpha}_{j_{0}}\right) \frac{\left(\mathcal{P}^{\left(j_{0} j_{0}^{\prime}\right)}(t)\right)^{-1}|t|^{-\rho}}{1+\left(\mathcal{P}^{\left(j_{0} j_{0}^{\prime}\right)}(t) \overline{\mathcal{P}^{\left(j_{0} j_{0}^{\prime}\right)}(t)}\right)^{-1}|t|^{-2 \rho}}
$$

Now the same argument as in (i) yields $\left|q^{\left(j_{0} j_{0}^{\prime}\right)}\left(\gamma_{J_{0}^{\prime}+\rho}(t), t\right)\right|=\mathcal{O}\left(t^{-\frac{1}{2}}\right)$ for all $\rho \geq \frac{1}{2}$.
Consequently,

$$
\sup _{x \in \mathcal{I}_{j_{0}^{\prime}}^{-}(t) \cup \mathcal{I}_{j_{0}^{\prime}}^{+}(t)}\left|q^{\left(j_{0} j_{0}^{\prime}\right)}(x, t)\right| \rightarrow 0 \quad \text { as } t \rightarrow-\infty
$$

Thus $q^{\left(j_{0} j_{0}^{\prime}\right)}$ vanishes on $\mathbb{R}^{2} \backslash \mathcal{C}_{j_{0}^{\prime}}$ as $t$ tends to $-\infty$. More precisely, $\left(1-1_{\mathcal{C}_{j_{0}^{\prime}}}\right) q^{\left(j_{0} j_{0}^{\prime}\right)} \approx 0$ for $t \approx-\infty$. Step b is complete.

Step c: It remains to check that $q^{\left(j_{0}\right)}$ asymptotically vanishes outside $\cup_{j_{0}^{\prime}=0}^{n_{j_{0}}-1} \mathcal{C}_{j_{0}^{\prime}}$ as $t \rightarrow-\infty$. This is done in the remainder of the proof.

Consider $x \in \widetilde{\mathcal{I}}_{j_{0}^{\prime}}(t)=\left[\gamma_{J_{0}^{\prime}+\frac{1}{2}}(t), \gamma_{J_{0}^{\prime}+\frac{3}{2}}(t)\right]$. It is clear that, if $J_{0}^{\prime}$ is the index associated to $j_{0}^{\prime}$ according to Theorem 5.1 .2 , then $J_{0}^{\prime}+2$ is the index associated to $j_{0}^{\prime}+1$. Thus, $\tilde{\mathcal{I}}_{j_{0}^{\prime}}(t)$ is just the interval covering the gap between the two neighbouring strips $\mathcal{I}_{j_{0}^{\prime}}(t)$ and $\mathcal{I}_{j_{0}^{\prime}+1}(t)$. Parametrize $x=\gamma_{J_{0}^{\prime}+\rho}(t)$ with $\rho \in\left[\frac{1}{2}, \frac{3}{2}\right]$.

As before we investigate the behaviour of $P^{\left(j_{0}\right)}\left(\gamma_{\rho}(t), t\right), p^{\left(j_{0}\right)}\left(\gamma_{\rho}(t), t\right)$ with the aim to find the maximal contribution to the order of $t$. The latter is again determined by the exponents $f_{\rho}(\kappa), g_{\rho}(\kappa)$ defined in (5.25), (5.26).

Recall that $f_{\rho}$ attains its maximum for $\kappa_{0}(\rho)=\left(j_{0}+\frac{1}{2}\right)+\rho / 2$. Since $\frac{1}{2} \leq \rho \leq \frac{3}{2}$, the only candidate for the dominating exponent is $\kappa=j_{0}^{\prime}+1$. As for the minimal distance to the other exponents, we observe

$$
\begin{aligned}
& f_{\rho}\left(j_{0}^{\prime}+1\right)-\max \left\{f_{\rho}\left(j_{0}^{\prime}\right), f_{\rho}\left(j_{0}^{\prime}+2\right)\right\}= \\
& \quad=\left\{\begin{array}{cc}
f_{\rho}\left(j_{0}^{\prime}+1\right)-f_{\rho}\left(j_{0}^{\prime}\right)=2 \rho, & \text { if } \rho \leq 1 \\
f_{\rho}\left(j_{0}^{\prime}+1\right)-f_{\rho}\left(j_{0}^{\prime}+2\right)=2(2-\rho), & \text { if } \rho \geq 1
\end{array}\right. \\
& \quad \geq 1
\end{aligned}
$$

The maximum of $g_{\rho}$ is attained for $\kappa_{0}(\rho)=j_{0}^{\prime}+\rho / 2$ and thus $\kappa=j_{0}^{\prime}, j_{0}^{\prime}+1$ are the candidates to maximize the concerning exponents. Here the minimal distance to the other exponents can be estimated from below by

$$
\begin{aligned}
& \min \left\{g_{\rho}\left(j_{0}^{\prime}\right), g_{\rho}\left(j_{0}^{\prime}+1\right)\right\}-\max \left\{g_{\rho}\left(j_{0}^{\prime}-1\right), g_{\rho}\left(j_{0}^{\prime}+2\right)\right\}= \\
& \quad=\left\{\begin{array}{ccc}
g_{\rho}\left(j_{0}^{\prime}+1\right)-g_{\rho}\left(j_{0}^{\prime}-1\right)=4 \rho, & \text { if } \rho \leq 1 \\
g_{\rho}\left(j_{0}^{\prime}\right)-g_{\rho}\left(j_{0}^{\prime}+2\right)=4(2-\rho), & \text { if } \rho \geq 1
\end{array}\right. \\
& \geq 2
\end{aligned}
$$

Keeping only those terms in Proposition 5.1.9, we get

$$
q^{\left(j_{0}\right)}\left(\gamma_{J_{0}^{\prime}+\rho}(t), t\right)=\frac{\left(G_{j_{0}^{\prime}}(t)+G_{j_{0}^{\prime}+1}(t)|t|^{2\left(J_{0}^{\prime}+\rho\right)} t^{-2\left(J_{0}^{\prime}+1\right)}\right)\left[1+\mathcal{O}\left(\frac{\log |t|}{t}\right)\right]}{\left(\widehat{G}_{j_{0}^{\prime}+1}(t)|t|^{\left(J_{0}^{\prime}+\rho\right)} t^{-J_{0}^{\prime}}\right)\left[1+\mathcal{O}\left(\frac{\log |t|}{t}\right)\right]}
$$

for $G_{j_{0}^{\prime}}(t)=(-1)^{j_{0}^{\prime}+1} C_{j_{0}^{\prime}\left(j_{0}^{\prime}+1\right)} F_{j_{0}^{\prime}}(t) \overline{F_{j_{0}^{\prime}+1}(t)}$ and $\widehat{G}_{j_{0}^{\prime}}(t)=C_{j_{0}^{\prime} j_{0}^{\prime}} F_{j_{0}^{\prime}}(t) \overline{F_{j_{0}^{\prime}}(t)}$.
Recall that the moduli of $G_{j_{0}^{\prime}}(t)$ and $\widehat{G}_{j_{0}^{\prime}}(t)$ do not depend on $t$, say $\left|G_{j_{0}^{\prime}}(t)\right|=c_{j_{0}^{\prime}}$, $\left|\widehat{G}_{j_{0}^{\prime}}(t)\right|=\widehat{c}_{j_{0}^{\prime}}$. Then

$$
\left|q^{\left(j_{0}\right)}\left(\gamma_{\rho}(t), t\right)\right| \leq \frac{1}{\widehat{c}_{j_{0}^{\prime}+1}}\left(c_{j_{0}^{\prime}}|t|^{-\rho}+c_{j_{0}^{\prime}+1}|t|^{\rho-2}\right)\left[1+\mathcal{O}\left(\frac{\log |t|}{t}\right)\right]=\mathcal{O}\left(t^{-\frac{1}{2}}\right)
$$

since $\frac{1}{2} \leq \rho \leq \frac{3}{2}$. This shows

$$
\sup _{x \in \widetilde{\mathcal{I}}_{j_{0}^{\prime}}(t)}\left|q^{\left(j_{0}\right)}(x, t)\right| \longrightarrow 0 \quad \text { as } t \rightarrow-\infty
$$

for all $j_{0}^{\prime}=0, \ldots, n_{j}-1$.
We still have to consider the boundary regions. To this end we keep the notations $G_{j_{0}}(t)$, $\widehat{G}_{j_{0}}(t)$ from above and proceed as before.
(i) Let $x \in \widetilde{\mathcal{I}}_{\min }(t)=\left(-\infty, \gamma_{\left(-\left(n_{j_{0}}-1\right)-\frac{1}{2}\right)}(t)\right]$. Note that, for $j_{0}^{\prime}=0, J_{0}^{\prime}=-\left(n_{j_{0}}-1\right)$, the associated interval $\mathcal{I}_{j_{0}^{\prime}}(t)$ is the one which is the farthest to the left. Thus $\widetilde{\mathcal{I}}_{\min }(t)$ closes the gap between $-\infty$ and $\mathcal{I}_{j_{0}^{\prime}}(t)$.
Parametrize $x=\gamma_{\left(-\left(n_{j_{0}}-1\right)+\rho\right)}(t)$ with $\rho \in\left(-\infty,-\frac{1}{2}\right]$.
Recall that the functions $f_{\rho}, g_{\rho}$ responsible for the maximal contributions to the order of $t$ are given by (5.25), (5.26). Candidates for the dominating exponents are 0 in either case. The minimal distance to the other exponents can be estimated from below by

$$
\begin{aligned}
& f_{\rho}(0)-f_{\rho}(1) \\
& g_{\rho}(0)-g_{\rho}(1)
\end{aligned}=-2 \rho \geq 1, ~ \geq-2(\rho-1) \geq 3
$$

If we keep only these terms in Proposition 5.1.9, we get

$$
q^{\left(j_{0}\right)}\left(\gamma_{\left(-\left(n_{j_{0}}-1\right)+\rho\right)}(t), t\right)=\frac{G_{0}(t)|t|^{\left(-\left(n_{j_{0}}-1\right)+\rho\right)} t^{n_{j_{0}}-1}\left[1+\mathcal{O}\left(\frac{\log |t|}{t}\right)\right]}{\widehat{G}_{0}(t)\left[1+\mathcal{O}\left(\frac{\log |t|}{t}\right)\right]}
$$

showing $\left|q^{\left(j_{0}\right)}\left(\gamma_{\left(-\left(n_{j_{0}}-1\right)+\rho\right)}(t), t\right)\right|=\mathcal{O}\left(t^{-\frac{1}{2}}\right)$.
(ii) Let $x \in \widetilde{\mathcal{I}}_{\text {max }}(t)=\left[\gamma_{\left(\left(n_{j_{0}}-1\right)+\frac{1}{2}\right)}(t), \infty\right)$. Since the interval $\mathcal{I}_{j_{0}^{\prime}}(t)$ corresponding to $j_{0}^{\prime}=\left(n_{j_{0}}-1\right), J_{0}^{\prime}=\left(n_{j_{0}}-1\right)$, is the farthest to the right, this covers the gap between $\mathcal{I}_{j_{0}^{\prime}}(t)$ and $+\infty$.

Parametrize $x=\gamma_{\left(\left(n_{j_{0}}-1\right)+\rho\right)}(t)$ with $\rho \in\left[\frac{1}{2}, \infty\right)$.
Again the functions $f_{\rho}, g_{\rho}$ which are responsible for the maximal contributions to the order of $t$ are given by (5.25), (5.26). With regard to the different sets of admitted indices for $f_{\rho}$ and $g_{\rho}$, here the candidates for the dominating exponents are $n_{j_{0}}$ for $f_{\rho}$ and $n_{j_{0}}-1$ for $g_{\rho}$. The minimal distance to the other exponents is

$$
\begin{aligned}
f_{\rho}\left(n_{j_{0}}\right)-f_{\rho}\left(n_{j_{0}}-1\right) & = \\
g_{\rho}\left(n_{j_{0}}-1\right)-g_{\rho}\left(n_{j_{0}}-2\right) & =2(\rho+1)
\end{aligned}
$$

Thus

$$
q^{\left(j_{0}\right)}\left(\gamma_{\left(\left(n_{j_{0}}-1\right)+\rho\right)}(t), t\right)=\frac{G_{n_{j_{0}-1}}(t)|t|^{\left(2 n_{j_{0}}-1\right)\left(\rho+\left(n+j_{0}-1\right)\right)} t^{n_{j_{0}}-1}\left[1+\mathcal{O}\left(\frac{\log |t|}{t}\right)\right]}{\widehat{G}_{n_{j_{0}}}(t)|t|^{2 n_{j_{0}}\left(\rho+\left(n+j_{0}-1\right)\right)}\left[1+\mathcal{O}\left(\frac{\log |t|}{t}\right)\right]}
$$

showing again $\left|q^{\left(j_{0}\right)}\left(\gamma_{\left(\left(n_{j_{0}}-1\right)+\rho\right)}(t), t\right)\right|=\mathcal{O}\left(t^{-\frac{1}{2}}\right)$.
Thus $q^{\left(j_{0}\right)}$ vanishes on $\mathbb{R}^{2} \backslash \cup_{j_{0}=0}^{n_{j_{0}}-1} \mathcal{C}_{j_{0}}$ as $t$ tends to $-\infty$. More precisely, $\left(1-\sum_{j_{0}^{\prime}=0}^{n_{j 0}-1} 1_{\mathcal{C}_{j_{0}^{\prime}}}\right) q^{\left(j_{0}\right)} \approx$ 0 for $t \approx-\infty$. Step c is complete.

In summary, Proposition 5.1.13 is proved.
Proof (of Theorem 5.1.2) For the proof of Theorem 5.1.2, we collect what we have achieved so far. By Proposition 5.1.6 and Proposition 5.1.13,

$$
q(x, t) \approx \sum_{j=1}^{N} \sum_{j^{\prime}=0}^{n_{j}-1} q^{\left(j j^{\prime}\right)}(x, t) \quad \text { for } t \approx-\infty
$$

with

$$
\begin{aligned}
& q^{\left(j j^{\prime}\right)}(x, t)=\left(\alpha_{j}+\bar{\alpha}_{j}\right) \frac{(-1)^{j^{\prime}+1} \epsilon^{J^{\prime}} \exp \left(\overline{\Gamma_{j j^{\prime}}^{-}(x, t)}\right)}{1+\exp \left(\Gamma_{j j^{\prime}}^{-}(x, t)\right) \exp \left(\overline{\Gamma_{j j^{\prime}}^{-}(x, t)}\right)} \\
& \quad=(-1)^{j^{\prime}+1} \epsilon^{J^{\prime}} \operatorname{Re}\left(\alpha_{j}\right) \exp \left(-\mathrm{i} \operatorname{Im}\left(\Gamma_{j j^{\prime}}^{-}(x, t)\right)\right) \cosh ^{-1}\left(\operatorname{Re}\left(\Gamma_{j j^{\prime}}^{-}(x, t)\right)\right)
\end{aligned}
$$

and

$$
\Gamma_{j j^{\prime}}^{-}(x, t)=\alpha_{j} x+f_{0}\left(\alpha_{j}\right) t-J^{\prime} \log |t|+\varphi_{j}+\varphi_{j}^{-}-\varphi_{j j^{\prime}}^{-}
$$

To obtain the assertion for $t \approx-\infty$, we have to integrate the sign $\epsilon$. This is done by reordering the solitons in the following manner.

Replace $j^{\prime}$ by $k^{\prime}=\left(n_{j}-1\right)-j^{\prime}$, and let $K^{\prime}=-\left(n_{j}-1\right)+2 k^{\prime}$ be the index associated to $k^{\prime}$ according to Theorem 5.1.2. Thus,

$$
J^{\prime}=-K^{\prime}, \quad j^{\prime}=k^{\prime}-K^{\prime} .
$$

Note that this replacement just reverses the order of the solitons $q^{\left(j j^{\prime}\right)}$ within the $j$-th negaton. In particular, $0 \leq k^{\prime} \leq n_{j}-1$. Moreover, we check

$$
\exp \left(-\varphi_{j j^{\prime}}^{-}\right)=\frac{j^{\prime}!}{\left(j^{\prime}-J^{\prime}\right)!} d_{j}^{-J^{\prime}}=\frac{\left(k^{\prime}-K^{\prime}\right)!}{k^{\prime}!} d_{j}^{K^{\prime}}=\exp \left(+\varphi_{j k^{\prime}}^{-}\right)
$$

Thus, the reordering results in

$$
q^{\left(j k^{\prime}\right)}(x, t)=(-1)^{k^{\prime}+1} \operatorname{Re}\left(\alpha_{j}\right) \exp \left(-\mathrm{i} \operatorname{Im}\left(\Gamma_{j k^{\prime}}^{-}(x, t)\right)\right) \cosh ^{-1}\left(\operatorname{Re}\left(\Gamma_{j k^{\prime}}^{-}(x, t)\right)\right)
$$

with

$$
\Gamma_{j k^{\prime}}^{-}(x, t)=\alpha_{j} x+f_{0}\left(\alpha_{j}\right) t+K^{\prime} \log |t|+\varphi_{j}+\varphi_{j}^{-}+\varphi_{j k^{\prime}}^{-} .
$$

This completes the proof in the case $t \approx-\infty$.
As for the asymptotic result in the case $t \approx+\infty$, the proof is completely the same as in the case $t \approx-\infty$ with the following two modifications:
(i) In Proposition 5.1.6 the index set $\Lambda_{j_{0}}^{-}$is to be replaced by $\Lambda_{j_{0}}^{+}$.
(ii) The reordering procedure above can be skipped. Here it is not necessary because the sign $\epsilon$ produces no effect. Since $\exp \left(-\varphi_{j j^{\prime}}^{-}\right)=\exp \left(+\varphi_{j j^{\prime}}^{+}\right)$, the assertion in this case follows immediately.

This completes the proof of Theorem 5.1.2.

Remark 5.1.15. Imposing assumption (ii) in Theorem 5.1.2 we excluded the degenerate case $d_{j}=0$ for some $j$. In this case the estimates (5.14) in the proof of Proposition 5.1.9 are not valid anymore. Instead, contributions to the leading order of $t$ now are due to higher derivatives of $f_{0}$. However, for all relevant equations (ii) is automatically satisfied.

### 5.2 Negatons of the $\mathbb{R}$-reduction - How to include breathers

In this section we will see that the $\mathbb{R}$-reduction of the AKNS system allows to include a new element in the context of negatons. In this case there are two natural choices leading to real solutions: a) real eigenvalues and b) pairs of complex conjugated eigenvalues. The former correspond to the usual bell-shaped solitons, the latter to the famous breathers, a particularly interesting class of solutions.

In [69], breathers are interpreted as bound states of two solitons. Thus they are the lowest-dimensional example of a formation of solitons. In general, a formation is a group of solitons moving with exactly the same velocity, which hence cannot be separated in terms of the asymptotic analysis. Therefore, breathers were not included in our treatment so far. The aim of this section is to explain how the asymptotic analysis can be extended to negatons consisting of breathers.

We are only interested in real solutions of the $\mathbb{R}$-reduced AKNS-system. Thus, we call $N$-negaton any solution given in Proposition 4.4.1 generated by a matrix $A$ chosen according to the following assumption.

Assumption 5.2.1. Let $A \in \mathcal{M}_{n, n}(\mathbb{C})$ be given in Jordan form with $N$ Jordan blocks $A_{j}$ of dimension $n_{j}$ and with eigenvalues $\alpha_{j}$, i.e.,

$$
A=\left(\begin{array}{cccc}
A_{1} & 0 & \cdots & 0 \\
0 & A_{2} & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & A_{N}
\end{array}\right), \quad A_{j}=\left(\begin{array}{ccccc}
\alpha_{j} & 1 & & & 0 \\
& & : & : & \\
0 & & & 1 \\
\alpha_{j}
\end{array}\right) \in \mathcal{M}_{n_{j}, n_{j}}(\mathbb{C}) .
$$

Assume $\operatorname{spec}(A) \subseteq\left\{z \in \mathbb{C} \mid \operatorname{Re}(z)>0\right.$ and $f_{0}(z)$ is finite $\}$.
Moreover, let $f_{0}$ be a real function in sense of the explanations before Proposition 4.4.2, and assume either $\alpha_{j} \in \mathbb{R}$ or there exists a unique index $\bar{\jmath} \neq j$ such that $\alpha_{\bar{\jmath}}=\bar{\alpha}_{j}$ and $n_{\bar{J}}=n_{j}$.

In the case of diagonal matrices $A$, real eigenvalues give rise to solitons and antisolitons, whereas pairs of eigenvalues which are complex conjugate lead to breathers. For details, see Section 4.4.3. Recall Definition 4.3.10 for the notion of asymptotic behaviour.
Theorem 5.2.2. Let Assumption 5.2.1 be fulfilled. Assume that $a, c \in \mathbb{C}^{n}$ (when decomposed according to the Jordan form of A) satisfy $a_{j}^{(1)} c_{j}^{\left(n_{j}\right)} \neq 0$ for $j=1, \ldots, N$, and, that $a_{j}, c_{j} \in \mathbb{R}^{n_{j}}$ if $\alpha_{j} \in \mathbb{R}$ whereas $a_{\bar{\jmath}}=\bar{a}_{j}, c_{\bar{\jmath}}=\bar{c}_{j}$ if $\alpha_{j} \notin \mathbb{R}$ and $\bar{\jmath}$ is the unique index with $\alpha_{\bar{\jmath}}=\bar{\alpha}_{j}$. Define

$$
v_{j}=-\operatorname{Re}\left(f_{0}\left(\alpha_{j}\right)\right) / \operatorname{Re}\left(\alpha_{j}\right) .
$$

Assume, in addition,
(i) $v_{j}$ are pairwise different for $j \in\left\{k \mid \operatorname{Im}\left(\alpha_{k}\right) \geq 0\right\}$,
(ii) $v_{j}+f_{0}^{\prime}\left(\alpha_{j}\right) \neq 0 \forall j$.

To these data we associate, for $\operatorname{Im}\left(\alpha_{j}\right)=0$, the solitons

$$
q_{j j^{\prime}}^{ \pm}=-\mathrm{i} \frac{\partial}{\partial x} \log \frac{\bar{p}_{j j^{\prime}}^{ \pm}}{p_{j . j^{\prime}}^{ \pm}}, \quad \text { where } \quad p_{j j^{\prime}}^{ \pm}(x, t)=1+\mathrm{i}(-1)^{j^{\prime}} \epsilon_{j} \quad \exp \left(\Gamma_{j j^{\prime}}^{ \pm}(x, t)\right)
$$

and, for $\operatorname{Im}\left(\alpha_{j}\right)>0$, the breathers

$$
Q_{j j^{\prime}}^{ \pm}=-\mathrm{i} \frac{\partial}{\partial x} \log \frac{\bar{P}_{j j^{\prime}}^{ \pm}}{P_{j j^{\prime}}^{ \pm}}
$$

where $P_{j j^{\prime}}^{ \pm}(x, t)=1+\frac{\mathrm{i}}{\gamma_{j}}\left(\exp \left(\Gamma_{j j^{\prime}}^{ \pm}(x, t)\right)+\exp \left(\overline{\Gamma_{j j^{\prime}}^{ \pm}(x, t)}\right)\right)+\exp \left(\Gamma_{j j^{\prime}}^{ \pm}(x, t)+\overline{\Gamma_{j j^{\prime}}^{ \pm}(x, t)}\right)$, with

$$
\Gamma_{j j^{\prime}}^{ \pm}(x, t)=\alpha_{j} x+f_{0}\left(\alpha_{j}\right) t \mp J^{\prime} \log |t|+\varphi_{j}+\varphi_{j}^{ \pm}+\varphi_{j j^{\prime}}^{ \pm}+\left(n_{j} \pm J^{\prime}\right) \log \gamma_{j}
$$

where we have set $J^{\prime}=-\left(n_{j}-1\right)+2 j^{\prime}$.
Modulo $2 \pi \mathrm{i}$, the quantities $\varphi_{j}^{ \pm}$, and $\varphi_{j . j^{\prime}}^{ \pm}$are determined by

$$
\begin{aligned}
\exp \left(\varphi_{j}^{ \pm}\right) & =\prod_{k \in \Lambda_{j}^{ \pm}}\left[\frac{\alpha_{j}-\alpha_{k}}{\alpha_{j}+\alpha_{k}}\right]^{2 n_{k}} \\
\exp \left( \pm \varphi_{j j^{\prime}}^{ \pm}\right) & =\frac{j^{\prime}!}{\left(j^{\prime}-J^{\prime}\right)!} d_{j}^{-J^{\prime}}
\end{aligned}
$$

with the index sets $\Lambda_{j}^{ \pm}=\left\{k \mid v_{k}>v_{j}\right\}$, and $d_{j}=2 \alpha_{j}\left(v_{j}+f_{0}^{\prime}\left(\alpha_{j}\right)\right)$. Furthermore,

$$
\gamma_{j}=\left\{\begin{array}{cc}
1, & \text { if } \operatorname{Im}\left(\alpha_{j}\right)=0 \\
\left|\operatorname{Im}\left(\alpha_{j}\right) / \operatorname{Re}\left(\alpha_{j}\right)\right|, & \text { if } \operatorname{Im}\left(\alpha_{j}\right)>0
\end{array}\right.
$$

Finally, the $\varphi_{j}$ are determined by $a_{j}^{(1)} c_{j}^{\left(n_{j}\right)} /\left(2 \alpha_{j}\right)^{n_{j}}=\epsilon_{j} \exp \left(\varphi_{j}\right), \varphi_{j} \in \mathbb{R}, \epsilon_{j}= \pm 1$, if $\operatorname{Im}\left(\alpha_{j}\right)=0$ and (modulo $2 \pi \mathrm{i}$ ) by $a_{j}^{(1)} c_{j}^{\left(n_{j}\right)} /\left(2 \alpha_{j}\right)^{n_{j}}=\exp \left(\varphi_{j}\right), \varphi_{j} \in \mathbb{C}$, if $\operatorname{Im}\left(\alpha_{j}\right)>0$.

$$
q(x, t) \approx \sum_{\substack{j=1 \\ \operatorname{Im}\left(\alpha_{j}\right)=0}}^{N} \sum_{j^{\prime}=0}^{n_{j}-1} q_{j j^{\prime}}^{ \pm}(x, t)+\sum_{\substack{j=1 \\ \operatorname{Im}\left(\alpha_{j}\right)>0}}^{N} \sum_{j^{\prime}=0}^{n_{j}-1} Q_{j, j^{\prime}}^{ \pm}(x, t) \quad \text { for } t \approx \pm \infty .
$$

Since the geometric content of the theorem is quite similar to that of Theorem 5.1.2, we concentrate on the differences. First recall that the assumptions on the eigenvalues (and on the corresponding parts of the vectors $a, c$ ) either to be real or to appear in complex conjugate pairs guarantees reality of the solution (see Proposition 4.4.2).

There are negatons consisting of solitons and antisolitons $\left(\operatorname{Im}\left(\alpha_{j}\right)=0\right)$ and negatons consisting of breathers $\left(\operatorname{Im}\left(\alpha_{j}\right)>0\right)$. For a description of solitons, antisolitons, and breathers we refer to Section 4.4.3, in particular the comments after the proof of Proposition 4.4.9. Note that in the case $\operatorname{Im}\left(\alpha_{j}\right)=0$ all phase-shifts $\varphi_{j}^{ \pm}, \varphi_{j j}^{ \pm}$, and thus also the functions $\Gamma_{j j^{\prime}}^{ \pm}$determining the path of the solitons in the $j$-th negaton, are real.

In contrast, if $\operatorname{Im}\left(\alpha_{j}\right)>0$, the functions $\Gamma_{j j^{\prime}}^{ \pm}$are no longer real. Their real parts give the trajectories of the breathers, the imaginary parts their oscillations. Accordingly, the phase-shifts $\varphi_{j}^{ \pm}, \varphi_{j j^{\prime}}^{ \pm}$effect both the trajectories and the oscillation. Note also that the logrithmic term is absorbed in the real part. Moreover, the additional term $\gamma_{j}$ is only present in this case.

A remarkable difference between Theorems 5.1.2 and 5.2.2 concerns the expressions for the external phase-shifts (5.3) and (5.31). For illustration, let $k \in \Lambda_{j}^{+}$with $\operatorname{Im}\left(\alpha_{k}\right) \neq 0$. In the $\mathbb{C}$-reduction there need not be another index $\bar{k}$ with $\alpha_{\bar{k}}=\bar{\alpha}_{k}$. Thus here the contribution to (5.3) is

$$
\left(\frac{\alpha_{j}-\alpha_{k}}{\alpha_{j}+\bar{\alpha}_{k}}\right)^{2 n_{k}} .
$$

In the $\mathbb{R}$-reduced case, we have $k, \bar{k} \in \Lambda_{j}^{+}$, and therefore the contribution to (5.31) is

$$
\left(\left[\frac{\alpha_{j}-\alpha_{k}}{\alpha_{j}+\alpha_{k}}\right]\left[\frac{\alpha_{j}-\bar{\alpha}_{k}}{\alpha_{j}+\bar{\alpha}_{k}}\right]\right)^{2 n_{k}} .
$$

However, again the sum over all phase-shifts is a conserved quantity.
Corollary 5.2.3. The sum over all phase-shifts vanishes:

$$
\sum_{j=1}^{N} \sum_{j^{\prime}=0}^{n_{j}}\left(\left[\varphi_{j}^{+}+\varphi_{j j^{\prime}}^{+}\right]-\left[\varphi_{j}^{-}+\varphi_{j j^{\prime}}^{-}\right]\right)=0 \quad(\bmod 2 \pi \mathrm{i})
$$

Another conserved quantity is the 'topological charge' $Q$,

$$
Q=\frac{1}{2 \pi} \int_{-\infty}^{\infty} u(x, t) d x
$$

for $u$ a soliton, an antisoliton, or a breather, see [69]. For solitons, we have $Q=1$, for antisolitons, $Q=-1$, and breathers - as bound states of a soliton and an antisoliton - yield $Q=0$.

This generalizes naturally to negatons.
Corollary 5.2.4. The topological charge $Q$ of the $N$-negaton is given by

$$
Q=-\sum_{j} \epsilon_{j},
$$

where the sum ranges over all $j$ with (i) $\operatorname{Im}\left(\alpha_{j}\right)=0$ and (ii) $n_{j}$ is odd.

Already the $N$-solitons show that every integer is attained as topological charge. In a single negaton solitons and antisolitons alternate. Hence (ii) means that the charge of a negaton with an even number of members always vanishes.

For completeness we give an interpretation of our result.
Interpretation 5.2.5. a) To start with, consider a single eigenvalue $\alpha \in \mathbb{R}$ of multiplicity $n$. Then the solution is a cluster containing $n$ waves which are either solitons or antisolitons. Such a solution is called a (single) negaton. The main observation is that the geometric center of the cluster propagates with constant velocity $v=-f_{0}(\alpha) / \alpha$, whereas its members drift away on logarithmic curves.

Thus we may visualize, for large negative times, each soliton and antisoliton on one definite side of the center approaching it logarithmically. As time goes by, they get closer, collide, and separate again. For large positive times they can be found on the opposite side of the center, moving away from it again logarithmically. In particular, solitons and antisolitons appear exactly in reversed order in the asymptotic forms for $-\infty$ and $+\infty$.

Moreover, solitons and antisolitons always alternate. In particular, for each $n$ there are only two different types of asymptotic forms. Namely, it suffices to know whether the wave which is the farthest to the left in the asymptotic form for $-\infty$ is a soliton or an antisoliton. The latter is determined by the sign $\epsilon$ of the parameter responsible for the initial position of the cluster.

It is remarkable that the cluster itself, or, more precisely, the path of its geometric center, is not disturbed by the internal collisions which the solitons and antisolitons experience on their way from one to the other side of the center.
b) Next consider a pair of complex conjugate eigenvalues $\alpha, \bar{\alpha}$, of the same multiplicity n. Again the solution is a cluster, but now containing $n$ breathers. Except of the fact that the velocity of the cluster as a whole is given by $v=\operatorname{Re}\left(f_{0}(\alpha)\right) / \operatorname{Re}(\alpha)$, it behaves as described in a).

In the asymptotic forms for $\pm \infty$, now only breathers appear. However, the statement that solitons and antisolitons always alternate remains true if we interprete breathers as a bound state of a soliton and an antisoliton (confer [69]). Let us in addition point out that the oscillation of the breathers is synchronized in the asymptotic forms for $\pm \infty$.
c) In general, the solution consists of $M=M_{1}+M_{2}$ single negatons,

$$
\begin{aligned}
& M_{1}=\#\left|\left\{j=1, \ldots, N \mid \operatorname{Im}\left(\alpha_{j}\right)=0\right\}\right| \text { clusters of solitons/antisolitons as in a) } \\
& \left.M_{2}=\#\left|\left\{j=1, \ldots, N \mid \operatorname{Im}\left(\alpha_{j}\right)>0\right\}\right| \text { clusters of breathers as in } b\right) .
\end{aligned}
$$

Hence, it is called an $M$-negaton (in general $M \neq N$ ).
These negatons rather behave like solitons. They collide elastically and the only effect of the collision is a phase-shift (of the whole negaton). Moreover, the resulting formulas for phase-shifts (5.31) are a very natural extension of the known formulas for the collision of solitons, from which they differ only by the exponents $n_{j}$.

The proof of Theorem 5.2.2 follows precisely the line of arguments pursued for Theorem 5.1.2. The main advantage in this case is, that the relevant determinant $p$ in the solution formula of Proposition 4.4 .1 is considerably easier to handle, because its dimension is only half as large.

On the other hand we have to overcome the difficulty to include also breathers in our asymptotic analysis. As bound states of two solitons, these are the lowest-dimensional examples of a formation of solitons. Solitons in such a formation cannot be separated in asymptotic terms but have to be treated as a joint entity.

In the sequel we will not repeat the full argument but carefully indicate all changes necessary to adapt the proof of Theorem 5.1.2 to the case at hand.

## Sketch of the proof of Theorem 5.2.2

The organization of the proof will be the same as that of Theorem 5.1.2. For every step we will explain only the necessary modifications. As the arguments for $p$ and $p_{x}$ are very similar, we concentrate on the treatment of $p$.

## Part 1. Technical reductions

As for the preparational reduction, the main difference to the proof of Proposition 5.1.6 is that, instead of the operators $\Phi_{A, \bar{A}}^{-1}(\bar{a} \otimes c), \Phi_{\bar{A}, A}^{-1}(a \otimes \bar{c})$, now only one operator (but a different one), namely $\Phi_{A, A}^{-1}(a \otimes c)$, is involved. The result is:
Proposition 5.2.6. The formula of the solution given in Proposition 4.4.1 can be reformulated as follows:

$$
q(x, t)=-\mathrm{i} \frac{\partial}{\partial x} \log \frac{\overline{p(x, t)}}{p(x, t)} \quad \text { with } p(x, t)=\operatorname{det}(1+\mathrm{i} M T)
$$

where
(i) $T=\left(T_{i j}\right)_{i, j=1}^{N}$ with

$$
T_{i j}=\left((-1)^{\nu+\mu}\binom{\nu+\mu-2}{\nu-1}\left(\frac{1}{\alpha_{i}+\alpha_{j}}\right)^{\nu+\mu-1}\right)_{\substack{\nu=1, \ldots, n_{i} \\ \mu=1, \ldots, n_{j}}},
$$

(ii) $M$ as defined in Proposition 5.1.6.

Note that the definition of the matrix $T$ is different matrix from that in Proposition 5.1.6. Subsequently this will lead to minor changes whenever the determinant of $T$ is evaluated. To be precise, this changes
a) the constants $C_{\kappa \lambda}$ in Proposition 5.2.9,
b) the initial phases $\varphi_{j}$, the phase-shifts $\varphi_{j}^{ \pm}$, and the constant $d_{j}$.

## Part 2. Asymptotic estimates

Recall that, for $j \in\{1, \ldots, N\}$, the index $\bar{\jmath} \in\{1, \ldots, N\}$ is the unique index such that $\alpha_{\bar{\jmath}}=\bar{\alpha}_{j}$. There are two cases: If $\alpha_{j} \in \mathbb{R}$, then $\bar{\jmath}=j$, else $\bar{\jmath} \neq j$.

Step 1. The essential change concerns the index sets, because two indices $j, \bar{\jmath}$ with $\bar{\jmath} \neq j$ correspond to solitons with the same velocities $v_{\bar{J}}=v_{j}$. Since they cannot be separated in asymptotic terms, they have to be treated on equal footing.

The same reasoning as in the proof of Proposition 5.1.9 yields the following result, which shows how $q$ decomposes into single negatons.

Proposition 5.2.7. $q(x, t) \approx \sum_{j_{0}=1}^{N} q^{\left(j_{0}\right)}(x, t)$ for $t \approx-\infty$,
where

$$
q^{\left(j_{0}\right)}(x, t)=-\mathrm{i} \frac{\partial}{\partial x} \log \frac{\overline{p^{\left(j_{0}\right)}(x, t)}}{p^{\left(j_{0}\right)}(x, t)} \quad \text { with } p^{\left(j_{0}\right)}=\operatorname{det}\left(1^{\left(j_{0}\right)}+\mathrm{i} M^{\left(j_{0}\right)} T^{\left(j_{0}\right)}\right)
$$

and the entries are defined by

$$
\begin{aligned}
T^{\left(j_{0}\right)} & =\left(T_{i j}\right)_{i, j \in \Lambda_{j_{0}}^{-} \cup\left\{j_{0}, \bar{J}_{0}\right\}}, \\
I^{\left(j_{0}\right)} & =\operatorname{diag}\left\{I_{j}^{\left(j_{0}\right)} \mid j \in \Lambda_{j_{0}}^{-} \cup\left\{j_{0}, \bar{J}_{0}\right\}\right\} \text { with blocks } I_{j}^{\left(j_{0}\right)}=\left\{\begin{array}{cc}
I_{n_{j_{0}}}, & j \in\left\{j_{0}, \bar{J}_{0}\right\}, \\
0, & j \in \Lambda_{j_{0}}^{-},
\end{array}\right. \\
M^{\left(j_{0}\right)} & =\operatorname{diag}\left\{M_{j}^{\left(j_{0}\right)} \mid j \in \Lambda_{j_{0}}^{-} \cup\left\{j_{0}, \bar{J}_{0}\right\}\right\} \text { with blocks } M_{j}^{\left(j_{0}\right)}=\left\{\begin{array}{cc}
M_{j_{0}}, & j \in\left\{j_{0}, \bar{J}_{0}\right\}, \\
I_{n_{j_{0}}}, & j \in \Lambda_{j_{0}}^{-} .
\end{array}\right.
\end{aligned}
$$

Step 2. Let us first adapt the expansion rule, which has been the main tool of the proof of Proposition 5.1.13, to the present situation. To this end, let us consider a matrix $S$ with the particular block structure

$$
S=\left(S_{i j}\right)_{i, j \in \Lambda_{j_{0}}^{-} \cup\left\{\bar{J}_{0}, j_{0}\right\}} \quad \text { with } \quad S_{i j}=\left(S_{i j}^{(\nu \mu)}\right)_{\substack{\nu=1, \ldots, n_{i} \\ \mu=1, \ldots, n_{j}}} .
$$

Let us assume $\bar{\jmath}_{0} \neq j_{0}$ for the moment.
For index tuples $J=\left(\sigma_{1}, \ldots, \sigma_{k}\right)$ and $K=\left(\tau_{1}, \ldots, \tau_{\lambda}\right)$ with $\sigma_{k}, \tau_{l} \in\left\{1, \ldots, n_{j_{0}}\right\}$, $1 \leq k \leq \kappa, 1 \leq l \leq \lambda$, we now define $S[J \widehat{\times} K]$ as the matrix

$$
S[J \widehat{\times} K]=\left(S[J \widehat{\times} K]_{i j}\right)_{i, j}
$$

where the block $S[J \widehat{\times} K]_{i j}$ is obtained from $S_{i j}$ by maintaining only

1. the rows indexed by $\begin{cases}J, & \text { if } i=j_{0}, \\ K, & \text { if } i=\bar{\jmath}_{0},\end{cases}$
2. the columns indexed by $\begin{cases}J, & \text { if } j=j_{0}, \\ K, & \text { if } j=\bar{\jmath}_{0},\end{cases}$
and, moreover, all maintained columns and rows in the blocks $S[J \widehat{\times} K]_{i j}$ appear in the order which is indicated by the index sets $J, K$.

For $\bar{\jmath}_{0}=j_{0}$, we can use the usual expansion rule.
Lemma 5.2.8. In the situation described above, the following expansion rules holds:
a) For $\bar{\jmath}_{0}=j_{0}$,

$$
\operatorname{det}\left(I^{\left(j_{0}\right)}+S\right)=\sum_{\kappa=0}^{n_{j_{0}}} \sum_{|\cdot J|=\kappa}^{\prime} \operatorname{det}(S[J, J]),
$$

where the inner sum is taken over all index tuples J from $\left\{1, \ldots, n_{j_{0}}\right\}$.
b) For $\bar{\jmath}_{0} \neq j_{0}$,

$$
\operatorname{det}\left(I^{\left(j_{0}\right)}+S\right)=\sum_{\kappa=0}^{n_{j_{0}}} \sum_{\lambda=0}^{n_{j_{0}}} \sum_{|J|=\kappa}^{\prime} \sum_{|K|=\lambda}^{\prime} \operatorname{det}(S[J \widehat{\times} K]),
$$

where the inner sums are taken over all index tuples J, $K$ from $\left\{1, \ldots, n_{j_{0}}\right\}$.
In both cases the prime means that only index sets with strictly increasing entries are admitted.

Following the arguments of the proof of Proposition 5.1.9 (note that for the $\mathbb{R}$-reduction Theorem 6.1.1 suffices for the calculation of $\operatorname{det}(T))$ we get as result:

Proposition 5.2.9. On the curve $\left(\gamma_{\rho}(t), t\right)$, where $\gamma_{\rho}(t)=v_{j_{0}} t+(\rho \log |t|) / \operatorname{Re}\left(\alpha_{j_{0}}\right)$ for $\rho \in \mathbb{R}$, the determinant $p^{\left(j_{0}\right)}$ behaves according to
a) If $\bar{J}_{0}=j_{0}$, then

$$
p^{\left(j_{0}\right)}\left(\gamma_{\rho}(t), t\right)=C\left(\sum_{\kappa=0}^{n_{j_{0}}} \mathrm{i}^{\kappa}(-1)^{\frac{\kappa(\kappa+3)}{2}} D_{\kappa} G_{\kappa}|t|^{\rho \kappa} t^{\left(n_{j_{0}}-\kappa\right) \kappa}\right)\left[1+\mathcal{O}\left(\frac{\log |t|}{t}\right)\right],
$$

with $C=\operatorname{det}\left(T_{i j}\right)_{i, j \in \Lambda_{j_{0}}^{-}}$,

$$
\begin{aligned}
D_{\kappa} & =\left[\frac{1}{2 \alpha_{j_{0}}}\right]^{\kappa^{2}} \prod_{j \in \Lambda_{j_{0}}^{-}}\left[\frac{\alpha_{j}-\alpha_{j_{0}}}{\alpha_{j}+\alpha_{j_{0}}}\right]^{2 \kappa n_{j}}, \\
G_{\kappa} & =\frac{\prod_{k=1}^{\kappa-1} k!}{\prod_{k=1}^{\kappa}\left(n_{j_{0}}-k\right)!}\left(b_{j_{0}}^{\left(n_{j_{0}}\right)}\left(v_{j_{0}}+f_{0}^{\prime}\left(\alpha_{j_{0}}\right)\right)^{n_{j_{0}}-\kappa}\right)^{\kappa} .
\end{aligned}
$$

b) If $\bar{\jmath}_{0} \neq j_{0}$, then

$$
\begin{aligned}
p^{\left(j_{0}\right)}\left(\gamma_{\rho}(t), t\right)=C\left(\sum_{\kappa=0}^{n_{j_{0}}} \sum_{\lambda=0}^{n_{j_{0}}} \mathrm{i}^{\kappa+\lambda}(-1)^{\frac{\kappa \kappa \kappa 3)}{2}}(-1)^{\frac{\lambda(\lambda+3)}{2}} C_{\kappa \lambda} F_{\kappa}(t) \overline{F_{\lambda}(t)}\right. \\
\left.\cdot|t|^{\rho(\kappa+\lambda)} t^{\left(n_{j_{0}}-\kappa\right) \kappa+\left(n_{j_{0}}-\lambda\right) \lambda}\right)\left[1+\mathcal{O}\left(\frac{\log |t|}{t}\right)\right],
\end{aligned}
$$

with $C$ as in a),

$$
\begin{aligned}
C_{\kappa \lambda} & =\left[\frac{1}{2 \alpha_{j_{0}}}\right]^{\kappa^{2}}\left[\frac{1}{2 \bar{\alpha}_{j_{0}}}\right]^{\lambda^{2}}\left[\frac{\alpha_{j_{0}}-\bar{\alpha}_{j_{0}}}{\alpha_{j_{0}}+\bar{\alpha}_{j_{0}}}\right]^{2 \kappa \lambda} \prod_{j \in \Lambda_{j_{0}}^{-}}\left[\frac{\alpha_{j}-\alpha_{j_{0}}}{\alpha_{j}+\alpha_{j_{0}}}\right]^{2 \kappa n_{j}}\left[\frac{\alpha_{j}-\bar{\alpha}_{j_{0}}}{\alpha_{j}+\bar{\alpha}_{j_{0}}}\right]^{2 \lambda n_{j}}, \\
F_{\kappa}(t) & =\frac{\prod_{k=1}^{\kappa-1} k!}{\prod_{k=1}^{\kappa}\left(n_{j_{0}}-k\right)!}\left(b_{j_{0}}^{\left(n_{\left.j_{0}\right)}\right.}\left(v_{j_{0}}+f_{0}^{\prime}\left(\alpha_{j_{0}}\right)\right)^{n_{j_{0}}-\kappa} \exp \left(\mathrm{i} \operatorname{Im}\left(\alpha_{j} x+f_{0}\left(\alpha_{j}\right) t\right)\right)\right)^{\kappa} .
\end{aligned}
$$

In Lemma 5.2.8, Proposition 5.2.9, the statement a) is a special case of b), namely $\lambda=0$ (and $\alpha_{j}$ real).

Now the proof of Proposition 5.1.13 carries over in a straightforward manner, and we obtain the following description of the interior structure of a single negaton.
Proposition 5.2.10. $q^{\left(j_{0}\right)}(x, t) \approx \sum_{j_{0}^{\prime}=0}^{n_{j_{0}}-1} q^{\left(j_{0} j_{0}^{\prime}\right)}(x, t)$ for $t \approx-\infty$ with

$$
q^{\left(j_{0} j_{0}^{\prime}\right)}(x, t)=-\mathrm{i} \frac{\partial}{\partial x} \log \frac{\overline{p^{\left(j_{0} j_{0}^{\prime}\right)}(x, t)}}{p^{\left(j_{0} j_{0}^{\prime}\right)}(x, t)},
$$

where

$$
p^{\left(. j_{0} j_{0}^{\prime}\right)}(x, t)= \begin{cases}1+\mathrm{i}(-1)^{j_{0}^{\prime}} \epsilon_{j_{0}} \epsilon_{0}^{J_{0}^{\prime}} \exp \left(\Gamma_{j_{0} j_{0}^{\prime}}^{-}(x, t)\right), & \text { if } \bar{\jmath}_{0}=j_{0}, \\ 1+\mathrm{i} \epsilon_{0}^{J_{0}^{\prime}} \gamma_{j_{0}}^{-1}\left(\exp \left(\Gamma_{j_{0} j_{0}^{\prime}}^{-}(x, t)\right)+\exp \left(\overline{\Gamma_{j_{0} j_{0}^{\prime}}^{-}(x, t)}\right)\right) & \\ +\exp \left(\Gamma_{j_{0} j_{0}^{\prime}}^{-}(x, t)+\overline{\Gamma_{j_{0} j_{0}^{\prime}}^{-}(x, t)}\right), & \text { if } \bar{\jmath}_{0} \neq j_{0},\end{cases}
$$

and where $\epsilon=\operatorname{sgn}(t)$, the function $\Gamma_{j_{0} j_{0}^{\prime}}^{-}(x, t)$ is defined by

$$
\Gamma_{j 0_{0}^{\prime j}}^{-}(x, t)=\alpha_{j_{0}} x+f_{0}\left(\alpha_{j_{0}}\right) t-J_{0}^{\prime} \log |t|+\varphi_{j_{0}}+\varphi_{j_{0}}^{-}-\varphi_{j_{0} j_{0}^{\prime}}^{-}+\left(n_{j_{0}}+J_{0}^{\prime}\right) \log \gamma_{j_{0}}
$$

for the index $J_{0}^{\prime}$ associated to $j_{0}^{\prime}$, and the phase $\varphi_{j_{0}}$ (together with $\epsilon_{j_{0}}$ if $\bar{\jmath}_{0}=j_{0}$ ), the phase-shifts $\varphi_{j_{0}}^{-}, \varphi_{j_{0} j_{0}^{\prime}}^{-}$, and $\gamma_{j_{0}}$ as defined in Theorem 5.2.2.

By the same reordering argument as in the proof of Theorem 5.1.2, the assertion of Theorem 5.2.2 follows. The sketch of the proof is complete.

### 5.3 Illustration of the result in the lowest-dimensional cases

In this section, we assemble some computer graphics, which we found instructive during the preparation. The main point is of course the difference between straight lines of solitary waves and logarithmic rayes of the members of clusters. Furthermore the diagrams confirm that the convergence we have established by asymptotic formulas is in fact very rapid.

### 5.3.1 Computer graphics for the derivative sine-Gordon equation in laboratory coordinates

First we provide material for the derivative sine-Gordon equation, which serves as prototypical example of the $\mathbb{R}$-reduced AKNS system. For a better geometric description, we have turned to coordinates $\xi=x+t, \tau=-x+t$.

First we present pictures of solitons and breathers, which are the building blocks for the negatons. Note that the plots for breather confirms nicely its interpretation as a bound state of a soliton and an antisoliton (see Novikov [69]).

In the pictures, the variables $\xi$ and $\tau$ are depicted in canonical fashion.


negaton ( $a=1$ ) consisting of a soliton and an antisoliton

two solitons ( $a_{1}=0.9, a_{2}=1.1$ ) and an antisoliton $\left(a_{3}=1\right)$ meet

negaton ( $a=1$ ) consisting of two solitons and an antisoliton

four solitons ( $a_{1}=0.9, a_{2}=1, a_{3}=1.2, a_{4}=1.25$ )

negaton ( $a=1$ ) consisting of two solitons and two antisolitons

two breathers $\left(a_{1}=0.8\left(\sqrt{1-0.4^{2}}+0.4 i\right), a_{2}=\sqrt{1-0.2^{2}}+0.2 i\right)$ meet


negaton ( $a_{1}=0.9$ ) consisting of a soliton and an antisoliton meets breather ( $a_{2}=\sqrt{1-0.2^{2}}+0.2 \mathrm{i}$ )

negaton $\left(a_{1}=1\right)$ consisting of a soliton and an antisoliton meets two solitons ( $a_{2}=0.9, a_{3}=1.3$ )

negaton ( $a_{1}=0.9$ ) consisting of two solitons and an antisoliton meets a soliton ( $a_{2}=1$ )

two negatons ( $a_{1}=0.9, a_{2}=1.05$ ), each consisting of a soliton and an antisoliton, meet

### 5.3.2 Computer graphics for the Nonlinear Schrödinger equation

Secondly, we turn to the Nonlinear Schrödinger equation, which is the most prominent member of the $\mathbb{C}$-reduced AKNS system. Since its solutions genuinely are complex, here we plot real part and modulus.

Again we start with a series of plots of one-solitons. Note that these are plotted in the coordinates $(x-v t, t)$, where $v$ is the velocity of the soliton.

modulus and real part of the one-soliton with $a=0.6$

modulus and real part of the one-soliton with $a=0.5+\mathrm{i}$

modulus and real part of the one-soliton with $a=0.25+\mathrm{i}$

two solitons ( $a_{1}=0.5+\mathrm{i}, a_{2}=0.6$ ) meet
Note that the solution is drawn as usual in the coordinates $(x, t)$. The plot above shows the modulus, the plot below the real part of the solution.

two solitons ( $a_{1}=0.5+\mathrm{i}, a_{2}=0.6$ ) meet
Here the same solution is drawn as before, but in the coordinates $\left(x-v_{1} t, t\right), v_{1}=-2$ the velocity of the soliton corresponding to $a_{1}$, Again the plot above show the modulus, the plot below the real part of the solution.

negaton ( $a=0.6$ ) consisting of two solitons
This solution is a stationary negaton, which is drawn in the coordinates $(x, t)$. The plot above shows its modulus, the plot below its real part.

negaton ( $a=0.5+\mathrm{i}$ ) consisting of two solitons
This solution moves with velocity $v=-2$ (corresponding to $a$ ), and is drawn in the coordinates $(x-v t, t)$. Once more the plot above shows its modulus, the plot below its real part.

## Chapter 6

## Determination of the phase-shifts

In the proofs of Theorem 5.1.2 and Theorem5.2.2 we used for the determination of the phase-shift explicit knowledge of several complicated determinants. The content of this chapter is to complete the asymptotic analysis by proving the Theorems 6.1.1, 6.2.1.

The results of this chapter may be also of independent operator-theoretic interest, because they compute the determinants of solutions of the operator equation $A X+X B=C$ (see Proposition 4.1.3).

As the following chapter will be very technical, it may be helpful to survey the main points. We consider matrices of the form $T=\left(T_{i j}\right)_{\substack{i=1, \ldots, N \\ j=1, \ldots, M}}$ with the blocks

$$
T_{i j}=\left(\left(\frac{1}{\alpha_{i}+\beta_{j}}\right)^{\nu+\mu-1}\binom{(\nu-1)+(\mu-1)}{(\nu-1)}\right)_{\substack{\nu=1, \ldots, n_{i} \\ \mu=1, \ldots, m_{j}}} \in \mathcal{M}_{n_{i}, m_{j}}(\mathbb{C})
$$

where $\alpha_{i}+\beta_{j} \neq 0(\forall i, j)$. Note $T \in \mathcal{M}_{n, m}(\mathbb{C})$ with $n=\sum_{i=1}^{N} n_{i}, m=\sum_{j=1}^{M} m_{j}$. In particular $T$ need not be square.

To prove Theorem 5.1.2, first we have to evaluate

$$
\operatorname{det}\left(\begin{array}{cc}
0 & -T \\
T^{\prime} & 0
\end{array}\right)
$$

One readily sees (confer Lemma 4.1.8) that this determinant is only non-zero for square matrices $T$, in which case our task can be reduced to the evaluation of $\operatorname{det}(T)$.

In the very special case that all $m_{j}=n_{j}=1$ (corresponding to $N$-solitons), the result is classical (see [20], p. 151-159, [78], VII, $\S 1$, Nr. 3). The general case is substantially more involved and will be treated in Theorem 6.1.1. The proof contains the main ideas of the present chapter.

For $m_{j}=n_{j}$ the result was already proved in the author's thesis [88]. Actually this case would be sufficient for the proof of the asymptotics in the $\mathbb{R}$-reduced case in Theorem 5.2.2 (see also [90], [91]), but not for the $\mathbb{C}$-reduction in Theorem 5.1.2.

Next we turn to the evaluation of determinants of the form

$$
\operatorname{det}\left(\begin{array}{cc}
0 & -T \\
T^{\prime} & f \otimes f
\end{array}\right)
$$

where $f \otimes f$ is a matrix representing a one-dimensional operator. Now there are two cases where the determinant can be non-trivial (see Proposition 4.1.9). If $T$ is a square matrix, general arguments reduce our task to Theorem 6.1.1, but we have also examine the case where $T$ is an $n \times(n+1)$-matrix. This is done in Theorem 6.2.1.

### 6.1 Extension of a result of Cauchy

In this section we prove Theorem 6.1.1. In the simplest case ( $n_{j}=m_{j}=1$ ) the result was already known by Cauchy ( $[20]$, p. 151-159), see also Lemma 6.1.2. For $n_{j}=m_{j}$ the result was shown in the author's thesis ([88], Theorem 4.2.1). The proof presented below is an extension of the argument in [88].

To start with, we introduce the following notation. Calculating determinants, the first row/column often has to be treated separately. In this case we write

$$
\operatorname{det}\left(T_{i j}\right)_{\substack{i=1, \ldots, N \\
j=1, \ldots, M}}=\operatorname{det}\left(\begin{array}{ll}
T_{11} & T_{1 j} \\
T_{i 1} & T_{i j}
\end{array}\right)_{\substack{i>1 \\
j>1}} .
$$

Now we state the first main result of this chapter.
Theorem 6.1.1. Assume that $\alpha_{i}, i=1, \ldots, N$, and $\beta_{j}, j=1, \ldots, M$, are complex numbers satisfying $\alpha_{i}+\beta_{j} \neq 0$ for all $i, j$. Let $n_{i}, i=1, \ldots, N$, and $m_{j}, j=1, \ldots, M$, be natural numbers such that $\sum_{i=1}^{N} n_{i}=\sum_{j=1}^{M} m_{j}=n$.

Then the determinant of the matrix $T=\left(T_{i j}\right)_{\substack{i=1, \ldots, N \\ j=1, \ldots, M}} \in \mathcal{M}_{n, n}(\mathbb{C})$ with the blocks

$$
T_{i j}=\left(\left(\frac{1}{\alpha_{i}+\beta_{j}}\right)^{\nu+\mu-1}\binom{\nu+\mu-2}{\nu-1}\right)_{\substack{\nu=1, \ldots, n_{i} \\ \mu=1, \ldots, m_{j}}} \in \mathcal{M}_{n_{i}, m_{j}}(\mathbb{C})
$$

has the following value:

$$
\operatorname{det}(T)=\prod_{\substack{i<j \\ i, j=1}}^{N}\left(\alpha_{i}-\alpha_{j}\right)^{n_{i} n_{j}} \prod_{\substack{i<j \\ i, j=1}}^{M}\left(\beta_{i}-\beta_{j}\right)^{m_{i} m_{j}} / \prod_{i=1}^{N} \prod_{j=1}^{M}\left(\alpha_{i}+\beta_{j}\right)^{n_{i} m_{j}} .
$$

Before we enter the proof, we discuss two special cases, each of them requiring a strategy of its own. In the proof of Theorem 6.1.1 we will combine both strategies skilfully.

First we treat the case of one-dimensional blocks, i.e., $n_{j}=m_{j}=1$ for $j=1, \ldots, N$. Here the result is classical, see [20]. We recall the proof in [78], but modify the arguments slightly to adapt it to the proof of Theorem 6.1.1.

Lemma 6.1.2. Let $\alpha_{i}, \beta_{j} \in \mathbb{C}, i, j=1, \ldots, N$, with $\alpha_{i}+\beta_{j} \neq 0 \forall i, j$. Then

$$
\operatorname{det}\left(\frac{1}{\alpha_{i}+\beta_{j}}\right)_{i, j=1}^{N}=\prod_{i=1}^{N} \frac{1}{\left(\alpha_{i}+\beta_{i}\right)} \prod_{\substack{i, j=1 \\ i<j}}^{N} \frac{\left(\alpha_{i}-\alpha_{j}\right)\left(\beta_{i}-\beta_{j}\right)}{\left(\alpha_{i}+\beta_{j}\right)\left(\alpha_{j}+\beta_{i}\right)}
$$

Proof We pursue the following strategy:
(i) (Manipulations with respect to rows) Subtract the first row from the $i$-th row for $i=2, \ldots, N$.
(ii) (Manipulations with respect to columns) Multiply the first column by $\left(\alpha_{1}+\beta_{1}\right) /\left(\alpha_{1}+\beta_{j}\right)$ and then subtract it from the $j$-th column for $j=2, \ldots, N$.

This yields

$$
\Delta:=\operatorname{det}\left(\frac{1}{\alpha_{i}+\beta_{j}}\right)_{i, j=1}^{N}
$$

$$
\left.\left.\begin{array}{l}
\stackrel{(i)}{=} \operatorname{det}\left(\left[\frac{1}{\overline{\alpha_{1}+\beta_{j}}}\right.\right. \\
=\operatorname{det}\left(\begin{array}{c}
\frac{1}{\alpha_{i}+\beta_{j}}-\frac{1}{\alpha_{1}+\beta_{j}}
\end{array}\right)_{\substack{i>1 \\
j \geq 1}} \\
\frac{1}{\alpha_{i}+\beta_{j}} \frac{\alpha_{j}-\alpha_{i}}{\alpha_{1}+\beta_{j}}
\end{array}\right)_{\substack{i>1 \\
j \geq 1}} \quad \begin{array}{l}
\frac{1}{\alpha_{1}+\beta_{1}} \\
\stackrel{(i i)}{=} \operatorname{det}\left(\begin{array}{l}
\frac{1}{\alpha_{1}+\beta_{1}} \frac{\alpha_{1}-\alpha_{i}}{\alpha_{i}+\beta_{1}} \\
\frac{1}{\alpha_{1}+\beta_{1}} \\
\left.\frac{1}{\alpha_{i}+\beta_{j}}-\frac{1}{\alpha_{i}+\beta_{1}}\right] \frac{\alpha_{1}-\alpha_{i}}{\alpha_{1}+\beta_{j}}
\end{array}\right)_{\substack{i>1 \\
j>1}}^{\alpha_{1}+\beta_{1}}\left[\frac{\alpha_{1}-\alpha_{i}}{\alpha_{i}+\beta_{1}}\right] \quad \frac{1}{\alpha_{i}+\beta_{j}}\left[\frac{\beta_{1}-\beta_{j}}{\alpha_{1}+\beta_{j}}\right]\left[\frac{\alpha_{1}-\alpha_{i}}{\alpha_{i}+\beta_{1}}\right]
\end{array}\right)_{\substack{i>1 \\
j>1}} .
$$

Next we extract the common factors $\left(\beta_{1}-\beta_{j}\right) /\left(\alpha_{1}+\beta_{j}\right)$ from the $j$-th column $(j=2, \ldots, N)$ and $\left(\alpha_{1}-\alpha_{i}\right) /\left(\alpha_{i}+\beta_{1}\right)$ from the $i$-th row $(i=2, \ldots, N)$. Finally, expanding the determinant with respect to the first column, we obtain

$$
\Delta=\frac{1}{\alpha_{1}+\beta_{1}} \prod_{1<j} \frac{\left(\alpha_{1}-\alpha_{j}\right)\left(\beta_{1}-\beta_{j}\right)}{\left(\alpha_{j}+\beta_{1}\right)\left(\alpha_{1}+\beta_{j}\right)} \quad \operatorname{det}\left(\frac{1}{\alpha_{i}+\beta_{j}}\right)_{i, j=2}^{N}
$$

and the assertion follows by induction.
Next we consider the case that $T$ only consists of a single block, i.e., $M=N=1$.
Lemma 6.1.3. For $\gamma \in \mathbb{C}$, it holds

$$
\operatorname{det}\left(\gamma^{\nu+\mu-1}\binom{\nu+\mu-2}{\nu-1}\right)_{\nu, \mu=1}^{n}=\gamma^{n^{2}}
$$

Proof With special regard to the order induced by the numbering of the indices, we pursue the following strategy:
(i) (Manipulations with respect to colums) Multiply the ( $\mu-1$ )-th column by $\gamma$ and subtract it from the $\mu$-th column for $\mu=n, \ldots, 2$.
(ii) (Manipulations with respect to rows) Multiply the ( $\nu-1$ )-th row by $\gamma$ and subtract it from the $\nu$-th row for $\nu=n, \ldots, 2$.

This results in

$$
\begin{aligned}
\Delta & :=\operatorname{det}\left(\gamma^{\nu+\mu-1}\binom{\nu+\mu-2}{\nu-1}\right)_{\nu, \mu=1}^{n} \\
& \stackrel{(i)}{=} \operatorname{det}\left(\gamma^{\nu} \quad \gamma^{\nu+\mu-1}\left[\binom{\nu+\mu-2}{\nu-1}-\binom{\nu+\mu-3}{\nu-1}\right]\right)_{\substack{\nu>1 \\
\mu>1}} \\
& =\operatorname{det}\left(\begin{array}{cc}
\gamma & 0 \\
\gamma^{\nu} & \gamma^{\nu+\mu-1}\binom{\nu+\mu-3}{\nu-2}
\end{array}\right)_{\substack{\nu>1 \\
\mu>1}}
\end{aligned}
$$

$$
\left.\begin{array}{l}
\stackrel{(i i)}{=} \operatorname{det}\left(\begin{array}{ll}
\gamma & 0 \\
0 & \gamma^{\mu+1}[1-0 \\
0 & \gamma^{\nu+\mu-1}\left[\binom{\nu+\mu-3}{\nu-2}-\binom{\nu+\mu-4}{\nu-3}\right]
\end{array}\right)_{\substack{\nu>2 \\
\mu \geq 2}} \\
=\operatorname{det}\left(\begin{array}{c}
\gamma \\
0
\end{array} \gamma^{2} \cdot \gamma^{\nu+\mu-3}\binom{\nu+\mu-4}{\nu-2}\right.
\end{array}\right)_{\substack{\nu>1 \\
\mu>1}} .
$$

Next we expand the determinant, and then extract the factor $\gamma^{2}$, which all the remaining rows and columns have in common. We end up with

$$
\Delta=\gamma \cdot \gamma^{2(n-1)} \quad \operatorname{det}\left(\gamma^{\nu+\mu-1} \quad\binom{\nu+\mu-2}{\nu-1}\right)_{\nu, \mu=1}^{n-1},
$$

and the assertion again follows by induction.
Keeping these strategies in mind, we now enter the proof of Theorem 6.1.1.
Proof (of Theorem 6.1.1) It suffices to consider the situation where $\alpha_{i} \neq \alpha_{j}$ for all $i, j=1, \ldots, N, i \neq j$, and $\beta_{i} \neq \beta_{j}$ for all $i, j=1, \ldots, M, i \neq j$, since otherwise the matrix $T$ would contain linearly dependent columns or rows.

Our aim is to argue by induction. To keep the manipulations as clear as possible, we replace the usual operations of columns/rows by the multiplication with corresponding matrices.

We use the following notations. By $T_{i j}$ we denote the $i j$-th block of $T$, and for its entries we write

$$
\begin{equation*}
T_{i j}=\left(\left(\frac{1}{\alpha_{i}+\beta_{j}}\right)^{\nu+\mu-1} t[i, j]_{\nu \mu}\right)_{\substack{\nu=1, \ldots, n_{i} \\ \mu=1, \ldots, m_{j}}} . \tag{6.1}
\end{equation*}
$$

In the proof we will construct matrices $T^{\langle k\rangle}$ with blocks $T_{i j}^{\langle k\rangle}$. The numbers $t[i, j]_{\nu \mu}^{\langle k\rangle}$ will be related to the entries of $T_{i j}^{\langle k\rangle}$ exactly as in (6.1).

Moreover, we define

$$
\begin{equation*}
\Phi_{i}=\frac{\alpha_{1}-\alpha_{i}}{\alpha_{i}+\beta_{1}}, \quad \phi_{i j}=\frac{\alpha_{1}-\alpha_{i}}{\alpha_{1}+\beta_{j}}, \quad \Psi_{j}=\frac{\beta_{1}-\beta_{j}}{\alpha_{1}+\beta_{j}}, \quad \text { and } \quad \psi_{j i}=\frac{\beta_{1}-\beta_{j}}{\alpha_{i}+\beta_{1}} \tag{6.2}
\end{equation*}
$$

for $i=1, \ldots, N, j=1, \ldots, M$. Note in particular, $\phi_{1 j}=0$ and $\psi_{1 i}=0(\forall i, j)$.
Claim 1: $\operatorname{det}(T)=\operatorname{det}\left(T^{\langle 1\rangle}\right)$, where the blocks $T_{i j}^{\langle 1\rangle}, i=1, \ldots, N, j=1, \ldots, M$, of $T^{\langle 1\rangle}$ are given by (modulo (6.1))

In particular,

$$
T_{1 j}^{\langle 1\rangle}=\left(\begin{array}{cc}
\frac{1}{\alpha_{1}+\beta_{j}} & 0 \\
* & *
\end{array}\right)_{\substack{\mu>1 \\
\mu>1}} \quad \text { and } \quad T_{i 1}^{\langle 1\rangle}=\left(\begin{array}{cc}
\frac{1}{\alpha_{i}+\beta_{1}} & * \\
0 & *
\end{array}\right)_{\substack{\mu>1 \\
\mu>1}} .
$$

Proof of Claim 1: (Arguments within the single blocks) Here we use the strategy developed in Lemma 6.1.3 to create zero entries in the first column of the blocks $T_{i 1}$, $i=1, \ldots, N$, and in the first row of the blocks $T_{1 j}, j=1, \ldots, M$.

To this end, define

$$
X_{i}=\left(\begin{array}{ccccc}
\begin{array}{c}
1 \\
x_{i}
\end{array} & . & & & 0 \\
& \cdot & \cdot & & \\
0 & \cdot & \cdot & \\
0 & & x_{i} & 1
\end{array}\right) \in \mathcal{M}_{n_{i}, n_{i}}(\mathbb{C}), \quad Y_{j}=\left(\begin{array}{ccccc}
1 & & & & 0 \\
y_{j} & \cdot & & & \\
& \cdot & \cdot & . & \\
0 & & & y_{j} & 1
\end{array}\right) \in \mathcal{M}_{m_{j}, m_{j}}(\mathbb{C})
$$

with $x_{i}=-\frac{1}{\alpha_{i}+\beta_{1}}, y_{j}=-\frac{1}{\alpha_{1}+\beta_{j}}$ for $i=1, \ldots, N$ and $j=1, \ldots, M$.
Since the $\operatorname{det}\left(X_{i}\right)=\operatorname{det}\left(Y_{j}\right)=1 \forall i, j$, the following manipulation does not change the value of the determinant of $T$ :

$$
\begin{aligned}
\operatorname{det}(T) & =\operatorname{det}\left(\left(\begin{array}{llll}
X_{1} & 0 & \cdots & 0 \\
0 & X_{2} & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & X_{N}
\end{array}\right) T\left(\begin{array}{cccc}
Y_{1}^{\prime} & 0 & \cdots & 0 \\
0 & Y_{2}^{\prime} & \cdots & 0 \\
\cdots \cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & Y_{M}^{\prime}
\end{array}\right)\right) \\
& =\operatorname{det}\left(X_{i} T_{i j} Y_{j}^{\prime}\right)_{\substack{i=1, \ldots, N \\
j=1, \ldots, M}} .
\end{aligned}
$$

Let us now explicitly calculate $T_{i j}^{\langle 1\rangle}=X_{i} T_{i j} Y_{j}^{\prime} \in \mathcal{M}_{n_{i}, m_{j}}(\mathbb{C})$, where we use the notation introduced in the beginning of the proof for the entries of $T_{i j}^{\{1\rangle}$ (confer (6.1)). We compute

$$
\begin{aligned}
\left(\frac{1}{\alpha_{i}+\beta_{j}}\right)^{\nu+\mu-1} t[i, j]_{\nu \mu}^{\{1\rangle} & =\left(\frac{1}{\alpha_{i}+\beta_{j}}\right)^{\nu+\mu-1} t[i, j]_{\nu \mu} \\
& +\left(1-\delta_{1 \mu}\right) y_{j}\left(\frac{1}{\alpha_{i}+\beta_{j}}\right)^{\nu+\mu-2} t[i, j]_{\nu(\mu-1)} \\
& +\left(1-\delta_{1 \nu}\right) x_{i}\left(\frac{1}{\alpha_{i}+\beta_{j}}\right)^{\nu+\mu-2} t[i, j]_{(\nu-1) \mu} \\
& +\left(1-\delta_{1 \mu}\right)\left(1-\delta_{1 \nu}\right) y_{j} x_{i}\left(\frac{1}{\alpha_{i}+\beta_{j}}\right)^{\nu+\mu-3} t[i, j]_{(\nu-1)(\mu-1)} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& t[i, j]_{\nu \mu}^{(1)}=t[i, j]_{\nu \mu}-\left(1-\delta_{1 \mu}\right) \frac{\alpha_{i}+\beta_{j}}{\alpha_{1}+\beta_{j}} t[i, j]_{\nu(\mu-1)}-\left(1-\delta_{1 \nu}\right) \frac{\alpha_{i}+\beta_{j}}{\alpha_{i}+\beta_{1}} t[i, j]_{(\nu-1) \mu} \\
&+\left(1-\delta_{1 \mu}\right)\left(1-\delta_{1 \nu}\right) \frac{\alpha_{i}+\beta_{j}}{\alpha_{1}+\beta_{j}} \frac{\alpha_{i}+\beta_{j}}{\alpha_{i}+\beta_{1}} t[i, j]_{(\nu-1)(\mu-1)} \\
& \stackrel{(6.2)}{=} t[i, j]_{\nu \mu}-\left(1-\delta_{1 \mu}\right) {\left[1-\phi_{i j}\right] t[i, j]_{\nu(\mu-1)}-\left(1-\delta_{1 \nu}\right)\left[1-\psi_{j i}\right] t[i, j]_{(\nu-1) \mu} } \\
&+\left(1-\delta_{1 \mu}\right)\left(1-\delta_{1 \nu}\right)\left[1-\phi_{i j}\right]\left[1-\psi_{j i}\right] t[i, j]_{(\nu-1)(\mu-1)} .
\end{aligned}
$$

Since $t[i, j]_{\nu \mu}=\binom{\nu+\mu-2}{\nu-1}$, we immediately find

$$
t[i, j]_{\nu \mu}^{\{1\rangle}=\left\{\begin{array}{cc}
1, & \nu=1, \mu=1, \\
\phi_{i j}, & \nu=1, \mu>1, \\
\psi_{j i}, & \nu>1, \mu=1,
\end{array}\right.
$$

and as for $\nu>1, \mu>1$, we finally calculate

$$
\begin{array}{r}
t[i, j]_{\nu, \mu}^{\{1\rangle}=\binom{\nu+\mu-2}{\nu-1}-\left(1-\phi_{i j}\right)\binom{\nu+\mu-3}{\nu-1}-\left(1-\psi_{j i}\right)\binom{\nu+\mu-3}{\nu-2} \\
+\left(1-\phi_{i j}\right)\left(1-\psi_{j i}\right)\binom{\nu+\mu-4}{\nu-2}
\end{array}
$$

$$
\begin{aligned}
& =\phi_{i j}\binom{\nu+\mu-3}{\nu-1}+\psi_{j i}\binom{\nu+\mu-3}{\nu-2}+\left(1-\phi_{i j}\right)\left(1-\psi_{j i}\right)\binom{\nu+\mu-4}{\nu-2} \\
& =\phi_{i j}\left(\binom{\nu+\mu-3}{\nu-1}-\binom{\nu+\mu-4}{\nu-2}\right)+\psi_{j i}\left(\binom{\nu+\mu-3}{\nu-2}-\binom{\nu+\mu-4}{\nu-2}\right) \\
& +\left(1+\phi_{i j} \psi_{j i}\right)\binom{\nu+\mu-4}{\nu-2} \\
& =\phi_{i j}\binom{\nu+\mu-4}{\nu-1}+\psi_{j i}\left(\binom{\nu+\mu-3}{\mu-1}-\binom{\nu+\mu-4}{\mu-2}\right) \\
& +\left(1+\phi_{i j} \psi_{j i}\right)\binom{\nu+\mu-4}{\nu-2} \\
& =\phi_{i j}\binom{\nu+\mu-4}{\nu-1}+\psi_{j i}\binom{\nu+\mu-4}{\mu-1}+\left(1+\phi_{i j} \psi_{j i}\right)\binom{\nu+\mu-4}{\nu-2} .
\end{aligned}
$$

This completes the proff of Claim 1.
Claim 2: $\operatorname{det}\left(T^{\langle 1\rangle}\right)=\operatorname{det}\left(T^{\langle 2\rangle}\right)$, where the blocks $T_{i j}^{\langle 2\rangle}, i=1, \ldots, N, j=1, \ldots, M$, of $T^{\langle 2\rangle}$ are given by

$$
t[1, j]_{11}^{\langle 2\rangle}=\left\{\begin{array}{ll}
1, & j=1, \\
0, & j>1,
\end{array} \quad t[i, j]_{11}^{\langle 2\rangle}=\left\{\begin{aligned}
\phi_{i 1}, & j=1, \\
\phi_{i j} \psi_{j i}, & j>1,
\end{aligned} \quad \text { for } i>1,\right.\right.
$$

and $t[i, j]_{\nu \mu}^{\{2\rangle}=t[i, j]_{\nu \mu}^{\{1\rangle}$ whenever $(\nu, \mu) \neq(1,1)$. In other words, in each block $T_{i j}^{\langle 1\rangle}$ we do only change the $(1,1)$-entry.

In particular,

$$
T_{11}^{\langle 2\rangle}=\left(\begin{array}{cc}
\frac{1}{\alpha_{1}+\beta_{1}} & * \\
0 & *
\end{array}\right)_{\substack{\nu>1 \\
\mu>1}} \quad \text { and } \quad T_{1 j}^{\langle 2\rangle}=\left(\begin{array}{ll}
0 & 0 \\
* & *
\end{array}\right)_{\substack{\nu>1 \\
\mu>1}} \text { for } j>1 \text {. }
$$

Proof of Claim 2: (Arguments between the single blocks) Now we apply the strategy explained in Lemma 6.1.2 with respect to the ( 1,1 )-entries of all blocks.

Recall that we denote by $\epsilon_{k}^{(1)}$ the first standard basis vector in $\mathbb{C}^{k}$. Define the matrices

$$
X_{i}=-\epsilon_{n_{1}}^{(1)} \otimes e_{n_{i}}^{(1)} \in \mathcal{M}_{n_{i}, n_{1}}(\mathbb{C}), \quad Y_{j}=-y_{j} \epsilon_{m_{1}}^{(1)} \otimes \epsilon_{m_{j}}^{(1)} \in \mathcal{M}_{m_{j}, m_{1}}(\mathbb{C})
$$

with $y_{j}=\frac{\alpha_{1}+\beta_{1}}{\alpha_{1}+\beta_{j}}$ for $i=2, \ldots, N, j=2, \ldots, M$, and consider the manipulation

$$
\begin{aligned}
& \operatorname{det}\left(T^{\langle 1\rangle}\right)=\operatorname{det}\left(\left(\begin{array}{cccc}
I & 0 & \cdots & 0 \\
X_{2} & I & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
X_{N} & 0 & \cdots & I
\end{array}\right) T^{\langle 1\rangle}\left(\begin{array}{cccc}
I & Y_{2}^{\prime} & \cdots & Y_{M}^{\prime} \\
0 & I & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & I
\end{array}\right)\right) \\
& =\operatorname{det}\left(T^{\langle 2\rangle}\right) \text {, }
\end{aligned}
$$

where

$$
T_{i j}^{\langle 2\rangle}=T_{i j}^{\langle 1\rangle}+\left(1-\delta_{1 i}\right) X_{i} T_{1 j}^{\langle 1\rangle}+\left(1-\delta_{1 j}\right) T_{i 1}^{\langle 1\rangle} Y_{j}^{\prime}+\left(1-\delta_{1 i}\right)\left(1-\delta_{1 j}\right) X_{i} T_{11}^{\langle 1\rangle} Y_{j}^{\prime}
$$

for $i=1, \ldots, N, j=1, \ldots, M$.
Concretely this means that we subtract the first row from the first rows of the horizontal strips $\left(T_{i 1}^{\langle 1\rangle}, \ldots, T_{i M}^{\langle 1\rangle}\right), i=2, \ldots, N$, and the (modified) first column from the first columns of the vertical strips $\left(T_{1 j}^{\langle 1\rangle}, \ldots, T_{N j}^{\langle 1\rangle}\right)^{\prime}, 2=1, \ldots, M$.

Exploiting the concrete form of $T_{1 j}^{\langle 1\rangle}(\forall j)$ and $T_{i 1}^{\langle 1\rangle}(\forall i)$ as given by Claim 1, we directly verify

$$
X_{i} T_{1 j}^{\langle 1\rangle}=-\left(\left(T_{1 j}^{\langle 1\rangle}\right)^{\prime} e_{n_{1}}^{(1)}\right) \otimes e_{n_{i}}^{(1)}=-\frac{1}{\alpha_{1}+\beta_{j}} e_{m_{j}}^{(1)} \otimes e_{n_{i}}^{(1)},
$$

and, analogously,

$$
T_{i 1}^{\langle 1\rangle} Y_{j}^{\prime}=-y_{j} \frac{1}{\alpha_{i}+\beta_{1}} e_{m_{j}}^{(1)} \otimes e_{n_{i}}^{(1)}, \quad X_{i} T_{11}^{\langle 1\rangle} Y_{j}^{\prime}=y_{j} \frac{1}{\alpha_{1}+\beta_{1}} e_{m_{j}}^{(1)} \otimes e_{n_{i}}^{(1)} .
$$

From the fact that the matrices $e_{m_{j}}^{(1)} \otimes e_{n_{i}}^{(1)} \in \mathcal{M}_{n_{i}, m_{j}}(\mathbb{C})$ are zero except of the $(1,1)$-entry, it is clear that the performed manipulation does only change the $(1,1)$-entries of $T_{i j}^{\langle 1\rangle}$, in other words $t[i, j]_{\nu \mu}^{\langle 2\rangle}=t[i, j]_{\nu \mu}^{\langle 1\rangle}$ whenever $(\nu, \mu) \neq(1,1)$.

As for the $(1,1)$-entries we get

$$
\begin{aligned}
& \frac{1}{\alpha_{i}+\beta_{j}} t[i, j]_{11}^{\langle 2\rangle}=\frac{1}{\alpha_{i}+\beta_{j}}-\left(1-\delta_{1 i}\right) \frac{1}{\alpha_{1}+\beta_{j}}-\left(1-\delta_{1 j}\right) y_{j} \frac{1}{\alpha_{i}+\beta_{1}} \\
&+\left(1-\delta_{1 i}\right)\left(1-\delta_{1 j}\right) y_{j} \frac{1}{\alpha_{1}+\beta_{1}}
\end{aligned}
$$

yielding

$$
\begin{aligned}
t[i, j]_{11}^{\langle 2\rangle}= & 1-\left(1-\delta_{1 i}\right) \frac{\alpha_{i}+\beta_{j}}{\alpha_{1}+\beta_{j}}-\left(1-\delta_{1 j}\right) \frac{\alpha_{i}+\beta_{j}}{\alpha_{i}+\beta_{1}} \frac{\alpha_{1}+\beta_{1}}{\alpha_{1}+\beta_{j}} \\
& +\left(1-\delta_{1 i}\right)\left(1-\delta_{1 j}\right) \frac{\alpha_{i}+\beta_{j}}{\alpha_{1}+\beta_{j}} \\
= & 1-\left(1-\delta_{1 j}\right) \frac{\alpha_{1}+\beta_{1}}{\alpha_{i}+\beta_{1}} \frac{\alpha_{i}+\beta_{j}}{\alpha_{1}+\beta_{j}}-\delta_{1 j}\left(1-\delta_{1 i}\right) \frac{\alpha_{i}+\beta_{1}}{\alpha_{1}+\beta_{1}}
\end{aligned}
$$

(we may replace $\beta_{j}$ by $\beta_{1}$ because of the Kronecker symbol)

$$
\stackrel{(6.2)}{=} 1-\left(1-\delta_{1 j}\right)\left[1-\phi_{i j} \psi_{j i}\right]-\delta_{1 j}\left(1-\delta_{1 i}\right)\left[1-\phi_{i 1}\right]
$$

Thus it is straightforward to check

$$
t[i, 1]_{11}^{\langle 2\rangle}=\left\{\begin{aligned}
1, & i=1, \\
\phi_{i 1}, & i>1,
\end{aligned} \quad \text { and } \quad t[i, j]_{11}^{\langle 2\rangle}=\phi_{i j} \psi_{j i} \quad \text { for } j>1\right.
$$

Since $\psi_{1 i}=0$ for all $i$, this completes the proof of Claim 2.
Claim 3: $\operatorname{det}\left(T^{\langle 2\rangle}\right)=\left(\frac{1}{\alpha_{1}+\beta_{1}}\right)^{n_{1}+m_{1}-1} \operatorname{det}\left(T^{\langle 3\rangle}\right)$, where the blocks $T_{i j}^{\langle 3\rangle}, i=1, \ldots, N$, $j=1, \ldots, M$, of $T^{\langle 3\rangle}$ are given by

$$
\begin{aligned}
& \left(t[1,1]_{\nu \mu}^{\langle 3\rangle}\right)_{\substack{\nu=1, \ldots, \hat{n}_{1} \\
\mu=1, \ldots, \tilde{m}_{1}}}=\left(\binom{\nu+\mu-2}{\nu-1}\right)_{\substack{\nu \geq 1 \\
\mu \geq 1}}, \\
& \left(t[i, 1]_{\nu \mu}^{\langle 3\rangle}\right)_{\substack{\nu=1, \ldots, \hat{\omega}_{i} \\
\mu=1, \ldots, \hat{m}_{1}}}=\binom{\Phi_{i}}{\binom{\nu+\mu-3}{\nu-2}+\binom{\nu+\mu-2}{\nu-1} \Phi_{i}}_{\substack{\nu>1 \\
\mu \geq 1}}, \quad \text { for } i>1 \text {, } \\
& \left(t[1, j]_{\nu \mu}^{33}\right)_{\substack{\nu=1, \ldots, \hat{n}_{1} \\
\mu=1, \ldots, \hat{m}_{j}}}=\left(\begin{array}{lc}
\Psi_{j} & \binom{\nu+\mu-3}{\nu-1}+\binom{\nu+\mu-2}{\mu-1} \Psi_{j}
\end{array}\right)_{\substack{\nu>1 \\
\mu>1}}, \quad \text { for } j>1 \text {, } \\
& \left(t[i, j]_{\nu \mu}^{(3)}\right)_{\substack{\nu=1, \ldots, \hat{r}_{i} \\
\mu=1, \ldots, \tilde{m}_{j}}}=\left(\begin{array}{cc}
\phi_{i j} \psi_{j i} & \phi_{i j} \\
\psi_{j i} & \binom{\nu+\mu-4}{\nu-1} \phi_{i j}+\binom{\nu+\mu-4}{\mu-1} \psi_{j i}+\binom{\nu+\mu-4}{\nu-2}\left[1+\phi_{i j} \psi_{j i}\right.
\end{array}\right)_{\substack{\nu>1 \\
\mu>1}}, \\
& \text { for } i>1, j>1 \text {. }
\end{aligned}
$$

The new dimensions are defined by $\widehat{n}_{1}=n_{1}-1$ and $\widehat{n}_{i}=n_{i}$ for $i=2, \ldots, N$, as well as $\widehat{m}_{1}=m_{1}-1$ and $\widehat{m}_{j}=m_{j}$ for $j=2, \ldots, M$. For simplicity, we consider matrices of the types $0 \times k, k \times 0$ as non-existent.

In particular, $T^{\langle 3\rangle} \in \mathcal{M}_{n-1, n-1}(\mathbb{C})$.
Proof of Claim 3: (Expansion of the determinant) As a preparation, we simplify the results observed so far.

To this end, abbreviate $\gamma=\left(\alpha_{1}+\beta_{1}\right)^{-1}$. The entries of $T_{11}^{\langle 2\rangle}$ only experienced the strategy of the first step. This was described in Lemma 6.1.3 and we can copy the results from there (they are recorded below).
As for the entries of $T_{1 j}^{\langle 2\rangle}, j>1$, we rewrite $\psi_{j 1}=\left(\alpha_{1}+\beta_{j}\right) \gamma \Psi_{j}$ (recall $\phi_{1 j}=0$ ), to see

$$
\begin{aligned}
t[1, j]_{\nu 1}^{\langle 2\rangle} & =\left(\alpha_{1}+\beta_{j}\right) \gamma \Psi_{j} \quad(\forall \nu>1) \\
t[1, j]_{\nu \mu}^{\langle 2\rangle} & =\binom{\nu+\mu-4}{\nu-2}+\binom{\nu+\mu-4}{\mu-1}\left(\alpha_{1}+\beta_{j}\right) \gamma \Psi_{j} \\
& \stackrel{(6.3)}{=}\left(\alpha_{1}+\beta_{j}\right) \gamma\left(\binom{\nu+\mu-4}{\nu-2}\left(1+\Psi_{j}\right)+\binom{\nu+\mu-4}{\mu-1} \Psi_{j}\right) \\
& \left.=\left(\alpha_{1}+\beta_{j}\right) \gamma\binom{\nu+\mu-4}{\nu-2}+\binom{\nu+\mu-3}{\mu-1} \Psi_{j}\right) \quad(\forall \mu>1, \forall \nu>1)
\end{aligned}
$$

As for the entries of $T_{i 1}^{\langle 2\rangle}, i>1$, inserting $\phi_{i 1}=\left(\alpha_{i}+\beta_{1}\right) \gamma \Phi_{i}$ (recall also $\psi_{1 i}=0$ ) we analogously get

$$
\begin{aligned}
t[i, 1]_{1 \mu}^{\langle 2\rangle} & =\left(\alpha_{i}+\beta_{1}\right) \gamma \Phi_{i} \quad(\forall \mu) \\
t[i, 1]_{\nu \mu}^{\langle 2\rangle} & =\binom{\nu+\mu-4}{\nu-2}+\binom{\nu+\mu-4}{\nu-1}\left(\alpha_{i}+\beta_{1}\right) \gamma \Phi_{i} \\
& \left.\stackrel{(6.3)}{=}\left(\alpha_{i}+\beta_{1}\right) \gamma\binom{\nu+\mu-4}{\nu-2}\left(1+\Phi_{i}\right)+\binom{\nu+\mu-4}{\nu-1} \Phi_{i}\right) \\
& \left.=\left(\alpha_{i}+\beta_{1}\right) \gamma\binom{\nu+\mu-4}{\nu-2}+\binom{\nu+\mu-3}{\nu-1} \Phi_{i}\right) \quad(\forall \mu>1, \forall \nu>1)
\end{aligned}
$$

Above we have used the identities

$$
\begin{equation*}
\frac{1}{\alpha_{1}+\beta_{j}} \gamma^{-1}=1+\Psi_{j}, \quad \frac{1}{\alpha_{i}+\beta_{1}} \gamma^{-1}=1+\Phi_{i} \tag{6.3}
\end{equation*}
$$

There is no need to consider $T_{i j}^{\langle 2\rangle}$ for $i>1, j>1$, since these blocks are not altered by the expansion below.

Let us sum up what we have achieved so far.

$$
\begin{aligned}
T_{11}^{\langle 2\rangle} & =\left(\begin{array}{ll}
\gamma & 0 \\
0 & \gamma^{2}\left(\frac{1}{\alpha_{1}+\beta_{1}}\right)^{\nu+\mu-3} \\
\binom{\nu+\mu-4}{\nu-2}
\end{array}\right)_{\substack{\nu>1 \\
\mu>1}}, \\
T_{1 j}^{\langle 2\rangle} & =\left(\begin{array}{ll}
0 & 0 \\
\gamma\left(\frac{1}{\alpha_{1}+\beta_{j}}\right)^{\nu-1} \Psi_{j} & \gamma\left(\frac{1}{\alpha_{1}+\beta_{j}}\right)^{\nu+\mu-2}
\end{array}\left(\begin{array}{c}
\left.\binom{\nu+\mu-4}{\nu-2}+\binom{\nu+\mu-3}{\mu-1} \Psi_{j}\right)
\end{array}\right)_{\substack{\nu>1 \\
\mu>1}}, j>1,\right. \\
T_{i 1}^{\langle 2\rangle} & =\left(\begin{array}{ll}
\gamma \Phi_{i} & \gamma\left(\frac{1}{\alpha_{i}+\beta_{1}}\right)^{\mu-1} \Phi_{i} \\
0 & \gamma\left(\frac{1}{\alpha_{i}+\beta_{1}}\right)^{\nu+\mu-2}\binom{\nu+\mu-4}{\nu-2}+\binom{\nu+\mu-3}{\nu-1} \Phi_{i}
\end{array}\right)_{\substack{\nu>1 \\
\mu>1}},
\end{aligned}
$$

Note that, in the first row of $T^{\langle 2\rangle}$, only the first entry is non-zero. Hence expanding reduces the dimension by one, and Claim 3 then follows by extracting the factor $\gamma$ which is common to
(i) the $\nu$-th row, $\nu=2, \ldots, n_{1}$, of the blocks $T_{1 j}^{\langle 2\rangle}(\forall j)$,
(ii) the $\mu$-th columns, $\mu=2, \ldots, m_{1}$, of the blocks $T_{i 1}^{\langle 2\rangle}(\forall i)$.

Claim 4: $\operatorname{det}\left(T^{\langle 3\rangle}\right)=\left(\prod_{i=2}^{N} \Phi_{i}^{n_{i}} \prod_{j=2}^{M} \Psi_{j}^{m_{j}}\right) \operatorname{det}(\widehat{T})$, where the blocks $\widehat{T}_{i j}$ for $i=1, \ldots, N$, $j=1, \ldots, M$ of $\widehat{T}$ are given by

$$
\widehat{T}_{i j}=\left(\left(\frac{1}{\alpha_{i}+\beta_{j}}\right)^{\nu+\mu-1}\binom{\nu+\mu-2}{\nu-1}\right)_{\substack{\nu=1, \ldots, \hat{n}_{i} \\ \mu=1, \ldots, \hat{m}_{j}}} \in \mathcal{M}_{\widehat{n}_{i}, \hat{m}_{j}}(\mathbb{C})
$$

and $\widehat{n}_{i}, \widehat{m}_{j}$ are defined as in Claim 3.
Therefore, $\widehat{T}$ is a matrix of the same form as $T$ but of lower dimension.
Proof of Claim 4: (Reestablishing the original structure) For $i=2, \ldots, N, j=$ $2, \ldots, M$ we define the matrices

$$
\begin{aligned}
& X_{i}=\left(x[i]_{\nu \mu}\right)_{\nu, \mu=1}^{\hat{n}_{i}} \in \mathcal{M}_{\widehat{n}_{i}, \hat{n}_{i}}(\mathbb{C}) \quad \text { with } \quad x[i]_{\nu \mu}= \begin{cases}0, & \mu>\nu, \\
x_{i}^{\nu-\mu}, & \mu \leq \nu,\end{cases} \\
& Y_{j}=\left(y[j]_{\nu \mu}\right)_{\nu, \mu=1}^{\hat{m}_{j}} \in \mathcal{M}_{\widehat{m}_{j}, \hat{m}_{j}}(\mathbb{C}) \text { with } y[j]_{\nu \mu}= \begin{cases}0, & \mu>\nu, \\
y_{j}^{\nu-\mu}, & \mu \leq \nu,\end{cases}
\end{aligned}
$$

where $x_{i}=-\frac{1}{\alpha_{i}+\beta_{1}} \Phi_{i}^{-1}, y_{j}=-\frac{1}{\alpha_{1}+\beta_{j}} \Psi_{j}^{-1}$. Again $\operatorname{det}\left(X_{i}\right)=\operatorname{det}\left(Y_{j}\right)=1$, and thus the following manipulations are allowed,

$$
\begin{aligned}
\operatorname{det}\left(T^{\langle 3\rangle}\right) & =\operatorname{det}\left(\left(\begin{array}{cccc}
I & 0 & \cdots & 0 \\
0 & X_{2} & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & X_{N}
\end{array}\right) T^{\langle 3\rangle}\left(\begin{array}{cccc}
I & 0 & \cdots & 0 \\
0 & Y_{2}^{\prime} & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & Y_{M}^{\prime}
\end{array}\right)\right) \\
& =\operatorname{det}\left(\begin{array}{ccc}
T_{11}^{\langle 3\rangle} & T_{1 j}^{\langle 3\rangle} Y_{j}^{\prime} \\
X_{i} T_{i 1}^{\langle 3} & X_{i} T_{i j}^{3 \mid} Y_{j}^{\prime}
\end{array}\right)_{\substack{i>1 \\
j>1}} \\
& =\operatorname{det}\left(T^{\langle 4\rangle}\right) .
\end{aligned}
$$

Here $T^{\langle 4\rangle}$ has the blocks $T_{i j}^{\langle 4\rangle}=X_{i} T_{i j}^{\langle 3\rangle} Y_{j}^{\prime}$, where, for the sake of convenience, we adopt the convention $X_{1}=I \in \mathcal{M}_{\widehat{n}_{1}, \widehat{n}_{1}}(\mathbb{C})$ and $Y_{1}=I \in \mathcal{M}_{\widehat{m}_{1}, \widehat{m}_{1}}(\mathbb{C})$. With regard to $0^{0}=1$ the latter can also be stated by $x_{1}=y_{1}=0$.

Calculating the entries of $T_{i j}^{\langle 4\rangle}$ we get

$$
\begin{aligned}
& \left(\frac{1}{\alpha_{i}+\beta_{j}}\right)^{\nu+\mu-1} t[i, j]_{\nu \mu}^{\langle 4\rangle}=\sum_{\lambda=1}^{\nu} \sum_{\kappa=1}^{\mu}\left(\frac{1}{\alpha_{i}+\beta_{j}}\right)^{\lambda+\kappa-1} x_{i}^{\nu-\lambda} t[i, j]_{\lambda \kappa}^{\langle 3\rangle} y_{j}^{\mu-\kappa} \\
& =\left(\frac{1}{\alpha_{i}+\beta_{j}}\right)^{\nu+\mu-1} \sum_{\lambda=1}^{\nu} \sum_{\kappa=1}^{\mu}\left(\left(\alpha_{i}+\beta_{j}\right) x_{i}\right)^{\nu-\lambda}\left(\left(\alpha_{i}+\beta_{j}\right) y_{j}\right)^{\mu-\kappa} t[i, j]_{\lambda \kappa}^{\langle 3\rangle} .
\end{aligned}
$$

With $p_{i j}:=\left(\alpha_{i}+\beta_{j}\right) x_{i}$ and $q_{i j}:=\left(\alpha_{i}+\beta_{j}\right) y_{j}$, the above identity rewrites as

$$
\begin{equation*}
t[i, j]_{\nu \mu}^{\langle 4\rangle}=\sum_{\lambda=1}^{\nu} \sum_{\kappa=1}^{\mu} p_{i j}^{\nu-\lambda} q_{i j}^{\mu-\kappa} t[i, j]_{\lambda \kappa}^{\langle 3\rangle}, \tag{6.4}
\end{equation*}
$$

where, for later use, we note

$$
p_{i j}=\left\{\begin{array}{rl}
0, & i=1, j \geq 1,  \tag{6.5}\\
-\Phi_{i}^{-1}, & i>1, j=1, \\
1-\phi_{i j}^{-1}, & i>1, j>1,
\end{array} \quad q_{i j}=\left\{\begin{aligned}
0, & j=1, i \geq 1, \\
-\Psi_{j}^{-1}, & j>1, i=1, \\
1-\psi_{j i}^{-1}, & j>1, i>1
\end{aligned}\right.\right.
$$

To evalulate (6.4), the following simple identity, which can be shown by an obvious argument with telescope sums, is helpful. For $\gamma \in \mathbb{C}$ and $S, R \in \mathbb{N}$,

$$
\begin{equation*}
\sum_{r=2}^{R} \gamma^{R-r}\left[\binom{S+r-3}{S-1}-\gamma^{-1}\binom{S+r-2}{S-1}\right]=\gamma^{R-2}-\gamma^{-1}\binom{S+R-2}{S-1} \tag{6.6}
\end{equation*}
$$

We start with the calculation of (6.4) in the case $i=1, j>1$. Since $p_{1 j}=0, \Psi_{j}=-q_{1 j}^{-1}$ for $j>1$ by (6.5), we observe

$$
\begin{aligned}
t[1, j]_{\nu \mu}^{4\}} & =\sum_{\kappa=1}^{\mu} q_{1 j}^{\mu-\kappa} t[1, j]_{\nu \kappa}^{3\rangle} \\
& \left.=q_{1 j}^{\mu-1} \Psi_{j}+\sum_{\kappa=2}^{\mu} q_{1 j}^{\mu-\kappa}\left[\begin{array}{c}
\nu+\kappa-3 \\
\nu-1
\end{array}\right)+\binom{\nu+\kappa-2}{\mu-1} \Psi_{j}\right] \\
& =-q_{1 j}^{\mu-2}+\sum_{\kappa=2}^{\mu} q_{1 j}^{\mu-\kappa}\left[\binom{\nu+\kappa-3}{\nu-1}-q_{1 j}^{-1}\binom{\nu+\kappa-2}{\nu-1}\right] \\
& \stackrel{(6.6)}{=}-q_{1 j}^{-1}\binom{\nu+\mu-2}{\nu-1} \\
& =\Psi_{j}\binom{\nu+\mu-2}{\nu-1} .
\end{aligned}
$$

Analogously, in the case $i>1, j=1$ we get $t[i, 1]_{\nu \mu}^{[4\rangle}=\Phi_{i}\binom{\nu+\mu-1}{\nu-1}$.
The case $i>1, j>1$ is slightly more involved. Here $\phi_{i j}=\left(1-p_{i j}\right)^{-1}, \psi_{j i}=\left(1-q_{i j}\right)^{-1}$, again by (6.5). Thus the entries $t[i, j]_{\lambda \kappa}^{\{3\}}$ we start from are represented as

$$
\begin{aligned}
t[i, j]_{11}^{\langle 3\rangle} & =\phi_{i j} \psi_{j i}=\left(\left(1-p_{i j}\right)\left(1-q_{i j}\right)\right)^{-1}, \\
t[i, j]_{\lambda 1}^{3\rangle} & =\psi_{j i}=\left(\left(1-p_{i j}\right)\left(1-q_{i j}\right)\right)^{-1} \cdot\left(1-p_{i j}\right), \quad \lambda>1, \\
t[i, j]_{1 \kappa}^{3\rangle} & =\phi_{i j}=\left(\left(1-p_{i j}\right)\left(1-q_{i j}\right)\right)^{-1} \cdot\left(1-q_{i j}\right), \quad \kappa>1, \\
t[i, j]_{\lambda \kappa}^{3\rangle} & =\binom{\lambda+\kappa-4}{\lambda-1} \phi_{i j}+\binom{\lambda+\kappa-4}{\kappa-1} \psi_{j i}+\binom{\lambda+\kappa-4}{\lambda-2}\left[1+\phi_{i j} \psi_{j i}\right] \\
& \left.=\left(\left(1-p_{i j}\right)\left(1-q_{i j}\right)\right)^{-1}\left[\begin{array}{c}
\lambda+\kappa-2 \\
\lambda-1
\end{array}\right)-q_{i j}\binom{\lambda+\kappa-3}{\lambda-1}-p_{i j}\binom{\lambda+\kappa-3}{\lambda-2}+p_{i j} q_{i j}\binom{\lambda+\kappa-4}{\lambda-2}\right], \\
& \lambda>1, \kappa>1,
\end{aligned}
$$

the latter by the usual properties of binomial coefficients. Let $\mu>1, \nu>1$. Exploiting these representations, we obtain

$$
\begin{aligned}
& \left(1-p_{i j}\right)\left(1-q_{i j}\right) \sum_{\kappa=2}^{\mu} q_{i j}^{\mu-\kappa} t[i, j]_{\lambda \kappa}^{(3)} \\
& \left.\left.\quad=-q_{i j} \sum_{\kappa=2}^{\mu} q_{i j}^{\mu-\kappa}\left[\begin{array}{c}
\lambda+\kappa-3 \\
\lambda-1
\end{array}\right)-q_{i j}^{-1}\binom{\lambda+\kappa-2}{\lambda-1}\right]+p_{i j} q_{i j} \sum_{\kappa=2}^{\mu} q_{i j}^{\mu-\kappa}\left[\begin{array}{c}
\lambda+\kappa-4 \\
\lambda-2
\end{array}\right)-q_{i j}^{-1}\binom{\lambda+\kappa-3}{\lambda-2}\right] \\
& \stackrel{(6.6)}{=}-q_{i j}\left(q_{i j}^{\mu-2}-q_{i j}^{-1}\binom{\lambda+\mu-2}{\lambda-1}\right)+p_{i j} q_{i j}\left(q_{i j}^{\mu-2}-q_{i j}^{-1}\binom{\lambda+\mu-3}{\lambda-2}\right) \\
& \\
& =\left[\begin{array}{c}
\left.\binom{\lambda \mu-2}{\lambda-1}-p_{i j}\binom{\lambda+\mu-3}{\lambda-2}\right]-q_{i j}^{\mu-1}\left(1-p_{i j}\right) \\
\\
=\left[\begin{array}{c}
\left.\binom{\lambda-2}{\mu-1}-p_{i j}\binom{\lambda+\mu-3}{\mu-1}\right]-q_{i j}^{\mu-1}\left(1-p_{i j}\right),
\end{array} \quad \text { if } \lambda>1 .\right.
\end{array}\right.
\end{aligned}
$$

Hence,

$$
\left(1-p_{i j}\right)\left(1-q_{i j}\right) \sum_{\lambda=2}^{\nu} \sum_{\kappa=2}^{\mu} p_{i j}^{\nu-\lambda} q_{i j}^{\mu-\kappa} t[i, j]_{\lambda \kappa}^{\langle 3\rangle}
$$

$$
\begin{align*}
& =-p_{i j} \sum_{\lambda=2}^{\nu} p_{i j}^{\nu-\lambda}\left[\binom{\lambda+\mu-3}{\mu-1}-p_{i j}^{-1}\binom{\lambda+\mu-2}{\mu-1}\right]+p_{i j} q_{i j}^{\mu-1} \sum_{\lambda=2}^{\nu} p_{i j}^{\nu-\lambda}\left(1-p_{i j}^{-1}\right) \\
& \stackrel{(6.6)}{=}-p_{i j}\left(p_{i j}^{\nu-2}-p_{i j}^{-1}\binom{\nu+\mu-2}{\mu-1}\right)+p_{i j} q_{i j}^{\mu-1}\left(p_{i j}^{\nu-2}-p_{i j}^{-1}\right) \\
& =\binom{\nu+\mu-2}{\mu-1}+\left(\left(1-p_{i j}^{\nu-1}\right)\left(1-q_{i j}^{\mu-1}\right)\right)-1 . \tag{6.7}
\end{align*}
$$

In addition, we immediately verify

$$
\begin{align*}
& \left(1-p_{i j}\right)\left(1-q_{i j}\right)\left(p_{i j}^{\nu-1} q_{i j}^{\mu-1} t[i, j]_{11}^{\langle 3\rangle}+q_{i j}^{\mu-1} \sum_{\lambda=2}^{\nu} p_{i j}^{\nu-\lambda} t[i, j]_{\lambda 1}^{\langle 3\rangle}+p_{i j}^{\nu-1} \sum_{\kappa=2}^{\mu} q_{i j}^{\mu-\kappa} t[i, j]_{1 \kappa}^{\langle 3\rangle}\right) \\
& \quad=p_{i j}^{\nu-1} q_{i j}^{\mu-1}+q_{i j}^{\mu-1} \sum_{\lambda=2}^{\nu} p_{i j}^{\nu-\lambda}\left(1-p_{i j}\right)+p_{i j}^{\nu-1} \sum_{\kappa=2}^{\mu} q_{i j}^{\mu-\kappa}\left(1-q_{i j}\right) \\
& =-\left(1-p_{i j}^{\nu-1}\right)\left(1-q_{i j}^{\mu-1}\right)+1 . \tag{6.8}
\end{align*}
$$

Consequently, inserting (6.7), (6.8) into (6.4) yields $\left(1-p_{i j}\right)\left(1-q_{i j}\right) t[i, j]_{\lambda \kappa}^{4\rangle}=\binom{\nu+\mu-2}{\nu-1}$, which by (6.2), (6.5) finally shows

$$
t[i, j]_{\lambda \kappa}^{\langle 4\rangle}=\phi_{i j} \psi_{j i}\binom{\nu+\mu-2}{\nu-1}=\Phi_{i} \Psi_{j}\binom{\nu+\mu-2}{\nu-1} .
$$

To sum up,

$$
T_{11}^{\langle 4\rangle}=\widehat{T}_{11}, \quad \begin{array}{ll}
T_{i 1}^{\langle 4\rangle}=\Phi_{i} \widehat{T}_{i 1}, \quad i>1, \\
T_{1 j}^{\langle 4\rangle}=\Psi_{j} \widehat{T}_{1 j}, \quad j>1,
\end{array} \quad T_{i j}^{\langle 4\rangle}=\Phi_{i} \Psi_{j} \widehat{T}_{i j}, \quad i>1, j>1,
$$

and Claim 4 follows by extracting common factors.
Induction with respect to the dimension $n$ : We conclude by carrying out the induction argument. To this end, assume that the assertion holds for all dimensions less then $n$. By Claim 1 to Claim 4,

$$
\begin{equation*}
\operatorname{det}(T)=\left[\frac{1}{\alpha_{1}+\beta_{1}}\right]^{n_{1}+m_{1}-1} \prod_{i=2}^{N}\left[\frac{\alpha_{1}-\alpha_{i}}{\alpha_{i}+\beta_{1}}\right]^{n_{i}} \prod_{j=2}^{M}\left[\frac{\beta_{1}-\beta_{j}}{\alpha_{1}+\beta_{j}}\right]^{m_{j}} \operatorname{det}(\widehat{T}) \tag{6.9}
\end{equation*}
$$

where $\widehat{T} \in \mathcal{M}_{n-1, n-1}(\mathbb{C})$ is of the same structure as $T$. Thus, by assumption,

$$
\begin{align*}
& \operatorname{det}(\widehat{T})=\prod_{\substack{i<j \\
i, j=1}}^{N}\left(\alpha_{i}-\alpha_{j}\right)^{\hat{\imath}_{i} \hat{n}_{j}} \prod_{\substack{i<j \\
i, j=1}}^{M}\left(\beta_{i}-\beta_{j}\right)^{\hat{m}_{i} \widehat{m}_{j}} / \prod_{i=1}^{N} \prod_{j=1}^{M}\left(\alpha_{i}+\beta_{j}\right)^{\hat{n}_{i} \hat{m}_{j}} \\
& =\Delta\left[\frac{1}{\alpha_{1}+\beta_{1}}\right]^{\left(n_{1}-1\right)\left(m_{1}-1\right)} \prod_{i=2}^{N}\left[\frac{\left(\alpha_{1}-\alpha_{i}\right)^{n_{1}-1}}{\left(\alpha_{i}+\beta_{1}\right)^{m_{1}-1}}\right]^{n_{i}} \prod_{j=2}^{M}\left[\frac{\left(\beta_{1}-\beta_{j}\right)^{m_{1}-1}}{\left(\alpha_{1}+\beta_{j}\right)^{n_{1}-1}}\right]^{m_{j}}  \tag{6.10}\\
& \quad \text { for } \Delta=\prod_{\substack{i, j=2 \\
i<j}}^{N}\left(\alpha_{i}-\alpha_{j}\right)^{n_{i} n_{j}} \prod_{\substack{i, j=2 \\
i<j}}^{M}\left(\beta_{i}-\beta_{j}\right)^{m_{i} m_{j}} / \prod_{i=2}^{N} \prod_{j=2}^{M}\left(\alpha_{i}+\beta_{j}\right)^{n_{i} m_{j}} .
\end{align*}
$$

Inserting (6.10) into (6.9) immediately yields the desired formula for $\operatorname{det}(T)$.
Therefore, Theorem 6.1.1 is shown.

### 6.2 Determinants of double size with a one-dimensional perturbation

Now we are in position to fill in the last remaining gap in Theorem 5.1.2. The following theorem contains the determination of the phase-shifts.

Theorem 6.2.1. Assume that $\alpha_{i}, i=1, \ldots, N$, and $\beta_{j}, j=1, \ldots, M$, are complex numbers with the property $\alpha_{i}+\beta_{j} \neq 0$ for all $i, j$. Let $n_{i}, i=1, \ldots, N$, and $m_{j}, j=1, \ldots, M$, be natural numbers, and set $n=\sum_{i=1}^{N} n_{i}, m=\sum_{j=1}^{M} m_{j}$.

Define the matrix $T=\left(T_{i j}\right)_{\substack{i=1, \ldots, N \\ j=1, \ldots, M}} \in \mathcal{M}_{n, m}(\mathbb{C})$ with the blocks

$$
T_{i j}=\left(\left(\frac{1}{\alpha_{i}+\beta_{j}}\right)^{\nu+\mu-1}\binom{\nu+\mu-2}{\nu-1}\right)_{\substack{\nu=1, \ldots, n_{i} \\ \mu=1, \ldots, m_{j}}} \in \mathcal{M}_{n_{i}, m_{j}}(\mathbb{C})
$$

and the vector $f=\left(e_{m_{1}}^{(1)}, \ldots, e_{m_{M}}^{(1)}\right)^{\prime} \in \mathbb{C}^{m}$ consisting of the first standard basis vectors $\boldsymbol{e}_{m_{j}}^{(1)} \in \mathbb{C}^{m_{j}}$ for $j=1, \ldots, M$.

$$
\text { If } m \in\{n, n+1\} \text {, then }
$$

$$
\operatorname{det}\left(\begin{array}{cc}
0 & -T \\
T^{\prime} & f \otimes f
\end{array}\right)=\prod_{\substack{i<j \\
i, j=1}}^{N}\left(\alpha_{i}-\alpha_{j}\right)^{2 n_{i} n_{j}} \prod_{\substack{i, j \\
i, j=1}}^{M}\left(\beta_{i}-\beta_{j}\right)^{2 m_{i} m_{j}} / \prod_{i=1}^{N} \prod_{j=1}^{M}\left(\alpha_{i}+\beta_{j}\right)^{2 n_{i} m_{j}} .
$$

Recall that $T^{\prime}$ denotes the transposed of $T$.
Proof As in the proof of Theorem 6.1.1, it suffices to consider the situation where $\alpha_{i} \neq \alpha_{j}$ for all $i, j=1, \ldots, N, i \neq j$, and $\beta_{i} \neq \beta_{j}$ for all $i, j=1, \ldots, M, i \neq j$.

To start with, we consider the case $m=n$. Then $T$ is a square matrix, and invertible by Theorem 6.1.1. By Lemma 4.1.8

$$
\operatorname{det}\left(\begin{array}{cc}
0 & -T \\
T^{\prime} & f \otimes f
\end{array}\right)=\operatorname{det}\left(\begin{array}{cc}
I & 0 \\
-(f \otimes f) T^{-1} & I
\end{array}\right) \operatorname{det}\left(\begin{array}{cc}
0 & -T \\
T^{\prime} & 0
\end{array}\right)=\operatorname{det}(T)^{2} .
$$

Thus our task is reduced to Theorem 6.1.1 and the assertion follows. It remains to treat the case $m=n+1$.

In the case $m=n+1$, the proof follows to some extent the arguments of the proof of Theorem 6.1.1. For convenience we premise an outline of the main steps.

First, to simplify the argument, we write

$$
\operatorname{det}\left(\begin{array}{cc}
0 & -T \\
T^{\prime} & f \otimes f
\end{array}\right)=(-1)^{n} \operatorname{det}(S), \quad \text { where } S=\left(\begin{array}{cc}
0 & T \\
T^{\prime} & f \otimes f
\end{array}\right) .
$$

As for the calculation of $\operatorname{det}(S)$, we proceed as follows:
Step 1: (Preparational manipulations) First we apply the strategy developed in Claim 1 and Claim 2 of the proof of Theorem 6.1.1 to the block $T$ in the upper right corner of $S$, where we only have to pay attention to the fact that $T$ is no longer a square matrix. Secondly we perform the transposed strategy with respect to the block $T^{\prime}$ in the lower left corner of $S$.

If the manipulations applied to $T$ are written as matrix multiplication $X T Y^{\prime}$ with $X \in \mathcal{M}_{n, n}(\mathbb{C}), Y \in \mathcal{M}_{m, m}(\mathbb{C})$, then the transposed manipulations amount to $Y T^{\prime} X^{\prime}$. As a consequence,

$$
\begin{align*}
\operatorname{det}(S) & =\operatorname{det}\left(\left(\begin{array}{cc}
X & 0 \\
0 & Y
\end{array}\right)\left(\begin{array}{cc}
0 & T \\
T^{\prime} & f \otimes f
\end{array}\right)\left(\begin{array}{cc}
X^{\prime} & 0 \\
0 & Y^{\prime}
\end{array}\right)\right) \\
& =\operatorname{det}\left(\begin{array}{cc}
0 & X T Y^{\prime} \\
\left(X T Y^{\prime}\right)^{\prime} & (Y f) \otimes(Y f)
\end{array}\right) \tag{6.11}
\end{align*}
$$

Obviously these manipulations do not change the zero block in the upper left corner of $S$, but we have to check their effect on the one-dimensional perturbation $f \otimes f$ in the lower right corner of $S$.

Step 2: (Expansion of the determinant) By the proof of Theorem 6.1.1, the block $X T Y^{\prime}$ has zero entries in the first row with the only exception of the $(1,1)$-entry. In analogy, the block $\left(X T Y^{\prime}\right)^{\prime}$ has zero entries in the first column, again except of the (1, 1)-entry.
Thus we can expand $\operatorname{det}(S)$, with respect to (i) the first column and (ii) the first row, reducing both dimensions $n, m$ of the problem by one. As a result we obtain

$$
\operatorname{det}(S)=-\lambda \operatorname{det}(\widehat{S}) \quad \text { with } \lambda \in \mathbb{C} \text { and } \widehat{S} \in \mathcal{M}_{n+m-2, n+m-2}(\mathbb{C})
$$

Step 3: (Reestablishing the original structure) In the last step we prove that

$$
\operatorname{det}(\widehat{S})=\widehat{\lambda} \operatorname{det}\left(\begin{array}{cc}
0 & \widehat{T} \\
\widehat{T}^{\prime} & \widehat{f} \otimes \widehat{f}
\end{array}\right)
$$

where $\widehat{T} \in \mathcal{M}_{n-1, m-1}(\mathbb{C}), \widehat{f} \in \mathbb{C}^{m-1}$ are of the same structure as in Theorem 6.2.1, and $\widehat{\lambda} \in \mathbb{C}$. To this end, we use the strategy developed in Claim 4 of the proof of Theorem 6.1.1 in the same manner as in Step 1.

Summing up the content of Step 1 to Step 3, we observe

$$
\begin{aligned}
\operatorname{det}\left(\begin{array}{cc}
0 & -T \\
T^{\prime} & f \otimes f
\end{array}\right) & =(-1)^{n} \operatorname{det}(S)=(-1)^{n+1} \lambda \widehat{\lambda} \operatorname{det}(\widehat{S}) \\
& =\lambda \widehat{\lambda} \operatorname{det}\left(\begin{array}{cc}
0 & -\widehat{T} \\
\widehat{T}^{\prime} & \widehat{f} \otimes \widehat{f}
\end{array}\right)
\end{aligned}
$$

The result then follows by induction.
Recall that for $T=\left(T_{i j}\right)_{\substack{i=1, \ldots, N \\ j=1, \ldots, M}}$ (and analogously for $f=\left(f_{j}\right)_{j=1}^{M}$ ) we often use the notation

$$
\left(\begin{array}{cc}
T_{11} & T_{1 j} \\
T_{i 1} & T_{i j}
\end{array}\right)_{\substack{i>1 \\
j>1}} \quad \text { or } \quad\left(f_{1}, \quad f_{j}\right)_{j>1} \quad \text { respectively }
$$

if the blocks $T_{i j} \in \mathcal{M}_{n_{i} m_{j}}(\mathbb{C})$ with $i>1, j>1$ (or the vector $f_{j} \in \mathbb{C}^{m_{j}}$ with $j>1$ ) are treated separately from the others.

Let us now enter the proof. In the sequel we will use the notation $X_{i}^{\langle k\rangle}, Y_{j}^{\langle k\rangle}$ for the matrices $X_{i}, Y_{j}$ used in the proof of the $k$-th claim of Theorem 6.1.1. Note that their dimension depends on $k$, for example $Y_{j}^{\langle 1\rangle} \in \mathcal{M}_{m_{j}, m_{j}}(\mathbb{C})$ for $j=1, \ldots, M$ and $Y_{j}^{\langle 2\rangle} \in \mathcal{M}_{m_{j}, m_{1}}(\mathbb{C})$ for $j=2, \ldots, M$.

To keep the presentation as clear as possible, we gather the $Y_{j}^{\langle k\rangle}$ in one common matrix $Y^{\langle k\rangle}$. Analogously, the matrix $X^{\langle k\rangle}$ collects the $X_{j}^{\langle k\rangle}$. For example,

$$
Y^{\langle 1\rangle}=\left(\begin{array}{ccc}
Y_{1}^{\langle 1\rangle} & & 0  \tag{6.12}\\
& \ddots & \\
0 & & Y_{M}^{\langle 1\rangle}
\end{array}\right), \quad Y^{\langle 2\rangle}=\left(\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
Y_{2}^{\langle 2\rangle} & 1 & \cdots & 0 \\
\cdots \cdots & \cdots & \cdots & \\
Y_{M}^{\langle 2\rangle} & 0 & \cdots & 1
\end{array}\right) .
$$

Recall $\operatorname{det}\left(X^{\langle k\rangle}\right)=\operatorname{det}\left(Y^{\langle k\rangle}\right)=1$ for all $k$.
Note that the manipulations with respect to rows and columns used in the proof of Theorem 6.1.1 apply for $n, m$ arbitrary. The fact that $T$ is a square matrix was only needed for the existence of $\operatorname{det}(T)$. Hence we can be brief in the following arguments.

Step 1: With $X=X^{\langle 2\rangle} X^{\langle 1\rangle}, Y=Y^{\langle 2\rangle} Y^{\langle 1\rangle}$, we can apply (6.11), since $\operatorname{det}(X)=\operatorname{det}(Y)=$ 1 , and it follows

$$
\operatorname{det}(S)=\operatorname{det}\left(\begin{array}{cc}
0 & T^{\langle 2\rangle} \\
\left(T^{\langle 2\rangle}\right)^{\prime} & f^{\langle 2\rangle} \otimes f^{\langle 2\rangle}
\end{array}\right)
$$

where $T^{\langle 2\rangle}$ is the matrix obtained in Claim 1 and Claim 2 of the proof of Theorem 6.1.1, and $f^{\langle 2\rangle}=Y f$. With $f=\left(f_{j}\right)_{j=1}^{M}$, we infer by (6.12)

$$
f^{\langle 2\rangle}=\left(Y_{1}^{\langle 1\rangle} f_{1}, \quad Y_{j}^{\langle 1\rangle} f_{j}+Y_{j}^{\langle 2\rangle} Y_{1}^{\langle 1\rangle} f_{1}\right)_{j>1} .
$$

Inserting the concrete forms for $Y_{j}^{\langle 1\rangle}, Y_{j}^{\langle 2\rangle}$, as given in the proofs of Claim 1 and Claim 2, Theorem 6.1.1, and $f_{j}=e_{m_{j}}^{(1)}$, we get

$$
\begin{aligned}
Y_{j}^{\langle 1\rangle} f_{j} & =e_{m_{j}}^{(1)}-\frac{1}{\alpha_{1}+\beta_{j}} e_{m_{j}}^{(2)}, & j=1, \ldots, M, \\
Y_{j}^{\langle 2\rangle} Y_{1}^{\langle 1\rangle} f_{1} & =-\frac{\alpha_{1}+\beta_{1}}{\alpha_{1}+\beta_{j}} \epsilon_{m_{j}}^{(1)}, & j=2, \ldots, M,
\end{aligned}
$$

where, for simplicity, we consider the $\kappa$-th standard basis vector $\epsilon_{k}^{(\kappa)} \in \mathbb{C}^{k}$ as non-existent for $k<\kappa$. In summary,

$$
\begin{equation*}
f^{(2\rangle}=\left(e_{m_{1}}^{(1)}-\frac{1}{\alpha_{1}+\beta_{1}} e_{m_{1}}^{(2)}, \quad-\frac{\beta_{1}-\beta_{j}}{\alpha_{1}+\beta_{j}} e_{m_{j}}^{(1)}-\frac{1}{\alpha_{1}+\beta_{j}} e_{m_{j}}^{(2)}\right)_{j>1} . \tag{6.13}
\end{equation*}
$$

The key point is that, except of the $(1,1)$-entry, $T^{\langle 2\rangle}$ has only zero entries in the first row. Similarly, $\left(T^{\langle 2\rangle}\right)^{\prime}$ has only zero entries in the first column except of the $(1,1)$-entry. The value of these $(1,1)$-entries is $\left(\alpha_{1}+\beta_{1}\right)^{-1}$.

Step 2: Set $\gamma=\left(\alpha_{1}+\beta_{1}\right)^{-1}$. In the proof of Claim 3, Theorem 6.1.1, we have shown that the matrix $T^{\langle 2\rangle}$ is of the form

$$
T^{\langle 2\rangle}=\left(\begin{array}{ccc}
\gamma & 0 & 0 \\
* & \gamma^{2} T_{11}^{\langle 3\rangle} & \gamma T_{1 j}^{\langle 3\rangle} \\
* & \gamma T_{i 1}^{\langle 3\rangle} & T_{i j}^{\langle 3\rangle}
\end{array}\right)_{\substack{i>1 \\
j>1}}, \quad \begin{aligned}
& T_{1 j}^{\langle 3\rangle} \text { with } n_{1}-1 \text { rows }(\forall j), \\
& T_{i 1}^{3\rangle} \text { with } m_{1}-1 \text { columns }(\forall i),
\end{aligned}
$$

with $T_{i j}^{\langle 3\rangle}$ as defined in Claim 3 of the proof of Theorem 6.1.1.

Moreover, by (6.13) we have obtained $f^{\langle 2\rangle}=\left(f_{j}^{\langle 2\rangle}\right)_{j=1}^{M}$, where $f_{1}^{\langle 2\rangle}=(1,-\gamma, 0, \ldots, 0)=$ $\left(1,-\gamma \epsilon_{m_{1}-1}^{(1)}\right)$. Let us define

$$
f_{j}^{\langle 3\rangle}= \begin{cases}e_{m_{1}-1}^{(1)}, & j=1  \tag{6.14}\\ -f_{j}^{\langle 2\rangle}=\frac{\beta_{1}-\beta_{j}}{\alpha_{1}+\beta_{j}} e_{m_{j}}^{(1)}+\frac{1}{\alpha_{1}+\beta_{j}} e_{m_{j}}^{(2)}, & j>1\end{cases}
$$

Then $f^{\langle 2\rangle}=-\left(-1, \quad \gamma f_{1}^{\langle 3\rangle}, \quad f_{j}^{\langle 3\rangle}\right)_{j>1}$.
Since $f^{\langle 2\rangle} \otimes f^{\langle 2\rangle}=\left(-f^{\langle 2\rangle}\right) \otimes\left(-f^{\langle 2\rangle}\right)$, the one-dimensional block becomes

$$
f^{\langle 2\rangle} \otimes f^{\langle 2\rangle}=\left(\begin{array}{ccc}
1 & * & * \\
* & \gamma^{2} f_{1}^{\langle 3\rangle} \otimes f_{1}^{\langle 3\rangle} & \gamma f_{j}^{\langle 3\rangle} \otimes f_{1}^{\langle 3\rangle} \\
* & \gamma f_{1}^{\langle 3\rangle} \otimes f_{i}^{\langle 3\rangle} & f_{j}^{\langle 3\rangle} \otimes f_{i}^{\langle 3\rangle}
\end{array}\right)_{\substack{i>1 \\
j>1}}
$$

Therefore ${ }^{1}$, the expansion results in

$$
\operatorname{det}(S)=-\left(\frac{1}{\alpha_{1}+\beta_{1}}\right)^{2\left(n_{1}+m_{1}-1\right)} \operatorname{det}(\widehat{S}) \quad \text { with } \widehat{S}=\left(\begin{array}{cc}
0 & T^{\langle 3\rangle} \\
\left(T^{\langle 3\rangle}\right)^{\prime} & f^{\langle 3\rangle} \otimes f^{\langle 3\rangle}
\end{array}\right)
$$

where, as usual, $f^{\langle 3\rangle}=\left(f_{j}^{\langle 3\rangle}\right)_{j=1}^{M}$.
Step 3: To reestablish the original structure of the determinant, we apply the manipulations used in Claim 4 of the proof of Theorem 6.1.1. Arguing analogously to (6.11), we infer

$$
\operatorname{det}(\widehat{S})=\operatorname{det}\left(S^{\langle 4\rangle}\right) \quad \text { with } \quad S^{\langle 4\rangle}=\left(\begin{array}{cc}
0 & T^{\langle 4\rangle} \\
\left(T^{\langle 4\rangle}\right)^{\prime} & f^{\langle 4\rangle} \otimes f^{\langle 4\rangle}
\end{array}\right)
$$

where, by Claim 4 in the proof of Theorem 6.1.1, $T^{\langle 4\rangle}$ differs from a matrix $\widehat{T}$ of the same structure as in the assertion only by certain factors. To be precise, $T^{\langle 4\rangle}$ has the blocks

$$
T_{11}^{\langle 4\rangle}=\widehat{T}_{11}, \quad \begin{array}{ll}
T_{i 1}^{\langle 4\rangle}=\Phi_{i} \widehat{T}_{i 1}, \quad i>1, \\
T_{1 j}^{\langle 4\rangle}=\Psi_{j} \widehat{T}_{1 j}, \quad j>1,
\end{array} \quad T_{i j}^{\langle 4\rangle}=\Phi_{i} \Psi_{j} \widehat{T}_{i j}, \quad i>1, j>1
$$

with $\Phi_{i}, \Psi_{j}$ defined as in (6.2) and $\widehat{T}=\left(\widehat{T}_{i j}\right)_{\substack{i=1, \ldots, N \\ j=1, \ldots, M}}$ as in the assertion of Claim 4.
Moreover,

$$
f^{\langle 4\rangle}=Y^{\langle 4\rangle} f^{\langle 3\rangle}
$$

[^0]Inserting $Y^{\langle 4\rangle}=\operatorname{diag}\left\{Y_{j}^{\langle 4\rangle} \mid j=1, \ldots, M\right\}$ with $Y_{1}^{\langle 4\rangle}=1$, and using (6.2), (6.14), we observe

$$
f^{\langle 4\rangle}=\left(e_{m_{1}-1}^{(1)}, \quad Y_{j}^{\langle 4\rangle}\left[\Psi_{j} e_{m_{j}}^{(1)}+\frac{1}{\alpha_{1}+\beta_{j}} \epsilon_{m_{j}}^{(2)}\right]\right)_{j>1} .
$$

As in Claim 4, set $y_{j}=-\left(\left(\alpha_{1}+\beta_{j}\right) \Psi_{j}\right)^{-1}$. Then, from the concrete form of $Y_{j}^{\langle 4\rangle}$, $j=2, \ldots, M$, in Claim 4, we immediately find

$$
\begin{aligned}
Y_{j}^{\langle 4\rangle}\left[\Psi_{j} e_{m_{j}}^{(1)}+\frac{1}{\alpha_{1}+\beta_{j}} e_{m_{j}}^{(2)}\right] & =\Psi_{j} e_{m_{j}}^{(1)}+\sum_{\mu=2}^{m_{j}}\left(\Psi_{j} y_{j}^{m_{j}-1}+\frac{1}{\alpha_{1}+\beta_{j}} y_{j}^{m_{j}-2}\right) e_{m_{j}}^{(\mu)} \\
& =\Psi_{j} e_{m_{j}}^{(1)}+\frac{1}{\alpha_{1}+\beta_{j}} \sum_{\mu=2}^{m_{j}}\left(-\frac{1}{y_{j}} y_{j}^{m_{j}-1}+y_{j}^{m_{j}-2}\right) e_{m_{j}}^{(\mu)} \\
& =\Psi_{j} e_{m_{j}}^{(1)}
\end{aligned}
$$

As a consequence,

$$
f^{(4\rangle}=\left(e_{m_{1}-1}^{(1)}, \quad \Psi_{j} e_{m_{j}}^{(1)}\right)_{j>1}=\left(\widehat{f}_{1}, \quad \Psi_{j} \widehat{f}_{j}\right)_{j>1},
$$

if we define $\widehat{f}_{1}=e_{m_{1}-1}^{(1)}$ and $\widehat{f}_{j}=e_{m_{j}}^{(1)}$. In addition, set $\widehat{f}=\left(\widehat{f}_{j}\right)_{j=1}^{M}$.
Therefore ${ }^{2}$, we can extract the factor $\Phi_{i}$ from the $n_{i}$ rows, $i=2, \ldots, N$, of the blocks in the upper right corner of $S^{\langle 4\rangle}$ and the factor $\Psi_{i}$ from the $m_{i}$ rows, $i=2, \ldots, M$, of the blocks in the lower left corner of $S^{\langle 4\rangle}$. Similarly, we extract the factor $\Psi_{j}$ from the $m_{j}$ columns, $j=2, \ldots, M$, of the blocks in the upper right corner of $S^{\langle 4\rangle}$ and the factor $\Phi_{j}$ from the $n_{j}$ columns, $j=2, \ldots, N$, of the blocks in the lower left corner of $S^{\langle 4\rangle}$.

As a result,

$$
\operatorname{det}(\widehat{S})=\prod_{i=2}^{N} \Phi_{i}^{2 n_{i}} \prod_{j=2}^{M} \Psi_{j}^{2 m_{j}} \quad \operatorname{det}\left(\begin{array}{cc}
0 & \widehat{T} \\
\widehat{T}^{\prime} & \widehat{f} \otimes \widehat{f}
\end{array}\right) .
$$

Result of Step1 to Step 3: Let us sum up what we have achieved so far. Namely, starting from the original matrix, we get

$$
\begin{aligned}
& \operatorname{det}\left(\begin{array}{cc}
0 & -T \\
T^{\prime} & f \otimes f
\end{array}\right)=(-1)^{n} \operatorname{det}(S) \\
& \stackrel{\text { Step } 2}{=} \\
& (-1)^{n+1}\left[\frac{1}{\alpha_{1}+\beta_{1}}\right]^{2\left(n_{1}+m_{1}-1\right)} \operatorname{det}(\widehat{S}) \\
& \stackrel{\text { Step } 3}{=} \\
& (-1)^{n+1}\left[\frac{1}{\alpha_{1}+\beta_{1}}\right]^{2\left(n_{1}+m_{1}-1\right)} \prod_{i=2}^{N} \Phi_{i}^{2 n_{i}} \prod_{j=2}^{M} \Psi_{j}^{2 m_{j}} \operatorname{det}\left(\begin{array}{cc}
0 & \widehat{T} \\
\widehat{T}^{\prime} & \widehat{f} \otimes \widehat{f}
\end{array}\right) \\
& \quad=\left[\frac{1}{\alpha_{1}+\beta_{1}}\right]^{2\left(n_{1}+m_{1}-1\right)} \prod_{i=2}^{N} \Phi_{i}^{2 n_{i}} \prod_{j=2}^{M} \Psi_{j}^{2 m_{j}} \quad \operatorname{det}\left(\begin{array}{cc}
0 & -\widehat{T} \\
\widehat{T}^{\prime} & \hat{f} \otimes \widehat{f}
\end{array}\right) .
\end{aligned}
$$

[^1]Inserting (6.2), we in summary have proved

$$
\begin{align*}
& \operatorname{det}\left(\begin{array}{cc}
0 & -T \\
T^{\prime} & f \otimes f
\end{array}\right)=  \tag{6.15}\\
& \quad=\left[\frac{1}{\alpha_{1}+\beta_{1}}\right]^{2\left(n_{1}+m_{1}-1\right)} \prod_{i=2}^{N}\left[\frac{\alpha_{1}-\alpha_{i}}{\alpha_{i}+\beta_{1}}\right]^{2 n_{i}} \prod_{j=2}^{M}\left[\frac{\beta_{1}-\beta_{j}}{\alpha_{1}+\beta_{j}}\right]^{2 m_{j}} \operatorname{det}\left(\begin{array}{cc}
0 & -\widehat{T} \\
\widehat{T}^{\prime} & \widehat{f} \otimes \widehat{f}
\end{array}\right),
\end{align*}
$$

where the latter matrix is of the same structure as in the assertion, but of lower dimension.
Induction: Comparison to the proof of Theorem 6.1 .1 shows that the induction step with respect to ( 6.15 ) can be carried over almost literally. The only difference is an additional square appearing in the factors.

This completes the proof.

## Chapter 7

## Countable superpositions of solitons and negatons for the reduced AKNS systems

It is a characteristic property for soliton equations that solutions with particle-like behaviour can be combined to solutions representing the interaction of finitely many particles by 'nonlinear superposition'. Hence it is quite naturally to ask whether it is possible to superpose also countably many particles.

For solitons, the problem is the following: Given a sequence

$$
\alpha_{1}, \quad \alpha_{2}, \ldots, \quad \alpha_{N}, \mid \alpha_{N+1}, \ldots
$$

the first $N$ parameters correspond to an $N$-soliton $q^{(N)}$ (neglecting initial positions for the moment). Now one would like to find conditions on this sequence such that (i) the limit $q=\lim _{N \rightarrow \infty} q^{(N)}$ exists and (ii) $q$ still solves the reduced AKNS system.

The study of the question was initiated by Gesztesy, Karwowski, and Zhao. In [38], [39] they were able to find for the KdV equation sufficient conditions for the convergence of countable superpositions of solitons. The passage to the limit is achieved by hard analysis going through the complete inverse scattering method. Related results were established for the Toda lattice in [40] and the KP and mKP equation in [81].

The main novelties of this chapter are the following: First we prove the existence of countable superpositions for the $\mathbb{C}$ - and $\mathbb{R}$-reduced AKNS systems. This is done in full generality, i.e., for any admissible choice of $f_{0}$. Secondly this is not only done for solitons (as in all preceding references) but also for negatons and breathers. Since negatons are regular for both the $\mathbb{C}$ - and $\mathbb{R}$-reduced AKNS systems (indeed even treatable by the inverse scattering method), this result is particularly interesting.

Furthermore we observe that, working on the general AKNS system, one cannot hope for optimal conditions, simply because the integral terms require strong decay conditions for $x \rightarrow-\infty$. We will show that for individual equations for which the integral terms cancel the superposition results can be considerably sharpened. In Sections 7.5.4, 7.6.2 this will be done for the Nonlinear Schrödinger and the modified Korteweg-de Vries equations. In the former case countable superpositions appear for the first time in the literature. On the level of individual equations we have established results about countable superpositions of solitons before ( $[8]$ for the Korteweg-de Vries equation, [88] for the sine-Gordon equation, [18] for the Kadomtsev-Petviashvili equation, and [89] for the Toda lattice). It can be shown (see [19], [89]) that the corresponding theorems in [38], [40], [81] are covered by our results.

We give the full program for the $\mathbb{C}$-reduced AKNS system. The first essential step is to derive a solution formula for generating operators $A$ on sequence spaces. Sequence
spaces are not only the natural framework to treat countable superpositions, but also have the advantage that a bounded operator $T$ has a canonical complex conjugate $\bar{T}$, which is necessary to achieve the reduction. At first glance one could be tempted to do this with adjoint operators on Hilbert spaces, but this would contradict the essence of our approach which is, very roughly speaking, that $\ell_{1}$ possesses the 'best' determinant.

The use of generalized diagonal operators $A$ to realize countable superpositions of negatons is clearly motivated by Chapter 5 . Then the decisive condition on shape and velocity of the appearing negatons is encoded in $\operatorname{spec}(A)$ and the multiplicity of the eigenvalues. Our main result in this context is Theorem 7.5 .5 which proves, for the full $\mathbb{C}$-reduced AKNS system, the existence of countable superpositions of negatons, if the real parts of the eigenvalues are positive, bounded away from zero, and the size of the negatons (the number of their solitons, which coincides with the multiplicity of the corresponding eigenvalue) is bounded. In this case we have $0 \notin \operatorname{spec}(A)+\operatorname{spec}(\bar{A})$ and the theorem of Eschmeier and Dash/Schechter [22], [28] yields a systematic and satisfying method to extract scalar solutions.

On the other hand it is known from the results about individual equations, that countable superposition is already possible under weaker assumptions than $0 \notin \operatorname{spec}(A)+\operatorname{spec}(\bar{A})$. In Theorem 7.5.10 we present the strengthened result for the Nonlinear Schrödinger equation. Geometrically, we can drop the assumption that the 'width' of the waves is bounded. In the proof we can no longer use the Eschmeier, Dash/Schechter theorem, but have to produce one-dimensionality by using factorization techniques in the spirit of the Grothendieck theorem. Roughly speaking the idea is to exploit convergence not in the original, but in appropriate intermediate spaces.

As usual we obtain nicer formulas for the $\mathbb{R}$-reductions. These are gathered in Section 7.6. In addition we will explain how to integrate breathers into the picture. Finally we state sharpened results for the modified Korteweg-de Vries equation.

On the various levels outlined above we will provide a construction called universal realization. It tells that all our solutions can a posteriori reformulated in terms of the nuclear determinant on $\ell_{1}$. This eventually proves that our superpositions are limits in the usual sense. In particular, we see that the negatons encoded in $A$ really appear in the solution and are not lost by some hidden cancellation. As corollaries we will obtain results on global regularity and reality (in the $\mathbb{R}$-reduced case).

### 7.1 Solution formulas for the $\mathbb{C}$-reduced AKNS system based on sequence spaces

Throughout this chapter we will work on sequence spaces, the appropriate framework for countable superposition. Note that, for the $\mathbb{C}$-reduced AKNS system, it is furthermore important to work on spaces where a canonical complex conjugate of operators is defined.

In this section we deduce the crucial solution formulas from the general formulas of Chapter 2. Together with those for the $\mathbb{C}$-reduced AKNS system, we also provide a solution formula for the Nonlinear Schrödinger equation which has the advantage to come without any growth conditions.

But first we gather some background material on traces and determinants on quasiBanach operator ideals, which will play a decisive role in the sequel. In Appendix B the reader finds a concise introduction to this topic. For thorough information see [41], [73].

### 7.1.1 Preliminaries

To start with, we introduce the quasi-Banach ideal of operators factorizing over an $L_{1}$ space, a Hilbert space and an $L_{\infty}$-space. Let $E, F$ be arbitrary Banach spaces. An operator
$T \in \mathcal{L}(E, F)$ belongs to the ideal $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}$ if there exists a Hilbert space $H$, an $L_{1}$-space, and an $L_{\infty}$-space such that $T$ factors in the following manner

$$
\begin{array}{ll}
T=Y S R X \quad \text { with } \\
& X \in \mathcal{L}\left(E, L_{1}\right), R \in \mathcal{L}\left(L_{1}, H\right), S \in \mathcal{L}\left(H, L_{\infty}\right), \text { and } Y \in \mathcal{L}\left(L_{\infty}, F\right) .
\end{array}
$$

With respect to the quasi-norm

$$
\left\|T \mid \mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}\right\|=\inf \{\|Y\| \cdot\|S\| \cdot\|R\| \cdot\|X\| \mid \quad T=Y S R X\}
$$

where the infimum is taken over all factorizations of $T, \mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}$ becomes a quasi-Banach operator ideal.
Proposition 7.1.1. The quasi-Banach operator ideal $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}$ possesses a spectral determinant det ${ }_{\lambda}$, which is even continuous.
The proof can be found in Aden/Carl [8]. It mainly bases on Grothendieck's theorem (see Pisier [74]) and an application of the deep result of White [100] (confer also Proposition B.2.5).

Let us next recall a well-known property of nuclear operators on the sequence space $\ell_{1}$ (see for example Pietsch [72]). Any operator $T \in \mathcal{N}\left(\ell_{1}\right)$ can be expressed by an infinite matrix, say $T=\left(\tau_{i j}\right)_{i, j=1}^{\infty}$, such that $\left\|T\left|\mathcal{N} \|=\sum_{i} \sup _{j}\right| \tau_{i j} \mid\right.$. For the determinant $\operatorname{det}_{\mathcal{N}}(I+T)$ the following expansion holds

$$
\begin{align*}
\operatorname{det}_{\mathcal{N}}(I+T)= & 1+\sum_{n=1}^{\infty} \alpha_{n}(T)  \tag{7.1}\\
& \text { where } \alpha_{n}(T)=\frac{1}{n!} \sum_{i_{1}=1}^{\infty} \cdots \sum_{i_{n}=1}^{\infty} \operatorname{det}\left(\begin{array}{ccc}
\tau_{i_{1} i_{1}} & \cdots & \tau_{i_{1} i_{n}} \\
\vdots & & \vdots \\
\tau_{i_{n} i_{1}} & \cdots & \tau_{i_{n} i_{n}}
\end{array}\right) .
\end{align*}
$$

In the following chapter we shall mainly use three determinants: the above mentioned determinants on $\mathcal{N}\left(\ell_{1}\right)$ and $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}$, and furthermore the spectral determinant on $\mathcal{N}_{\frac{2}{2}}$.

Next we turn to more specific properties of these determinants for operators on sequence spaces. To this end, let $E, F$ be classical sequence spaces, i.e., $c_{0}$ or $\ell_{p}(1 \leq p<\infty)$. First note that any operator $T \in \mathcal{L}(E, F)$ is represented by an infinite matrix $\left(\tau_{i j}\right)_{i, j=1}^{\infty}$ in the sense that

$$
T \xi=\left(\sum_{j} \tau_{i j} \xi_{j}\right)_{i} \quad \text { for } \xi=\left(\xi_{i}\right)_{i}
$$

Then the notion of the complex conjugate $\bar{T}$ of $T$ can be canonically defined as the operator $\bar{T} \in \mathcal{L}(E, F)$ generated by the infinite matrix $\left(\bar{\tau}_{i j}\right)_{i, j=1}^{\infty}$.

We need a lemma about compatibility of determinants with complex conjugation.
Lemma 7.1.2. Assume that one of the following situations holds for a $r$-Banach operator ideal $\mathcal{A}(0<r \leq 1)$ with determinant $\delta$ and a Banach space $E$ :

1. $\mathcal{A}$ is $\mathcal{N}_{\frac{2}{3}}\left(r=\frac{2}{3}\right)$, $\delta$ the spectral determinant $\operatorname{det}_{\lambda}$ on $\mathcal{N}_{\frac{2}{3}}$, and E a classical sequence space.
2. $\mathcal{A}$ is $\mathcal{N}(r=1), \delta$ the nuclear determinant $\operatorname{det}_{\mathcal{N}}$ on $\mathcal{N}$ restricted to the class of Banach spaces with approximation property (a.p.), and $E=\ell_{1}$.
Then, for any $T \in \mathcal{A}(E)$, we have $\bar{T} \in \mathcal{A}(E)$, and it holds

$$
\begin{equation*}
\delta(I+\bar{T})=\overline{\delta(I+T)} . \tag{7.2}
\end{equation*}
$$

By the classical sequence spaces we mean one of the spaces $c_{0}, \ell_{p}, 1 \leq p<\infty$.

Proof In both cases $\bar{T} \in \mathcal{A}(E)$ is clear from the definition of $\mathcal{A}$. Identity (7.2) follows in the first case from the fact that $\delta$ is spectral and the eigenvalues of $\bar{T}$ are conjugate to those of $T$. In the second case it is an immediate consequence of (7.1).

The argument for the first case gives also the following lemma.
Lemma 7.1.3. If $T, \bar{T} \in \mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}(E)$, $E$ a classical sequence space, then (7.2) holds for the spectral determinant $\operatorname{det}_{\lambda}$ on $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}$.

As for the universal realization, we have to replace some given determinants by a universal choice of a determinant. To this end we need the following lemma, which is mainly a consequence of the closed graph theorem (see Aden/Carl [8]).

Lemma 7.1.4. Let $\mathcal{A}$ and $\mathcal{B}$ be quasi-Banach operator ideals. If $\mathcal{A}(E) \subset \mathcal{B}(E)$ (E Banach space) and the finite rank operators $\mathcal{F}(E)$ are $\|\cdot \mid \mathcal{A}\|$-dense in $\mathcal{A}(E)$, then there is a unique continuous trace $\operatorname{tr}_{\mathcal{A}}$ on $\mathcal{A}(E)$ and, for any continuous trace $\tau$ on $\mathcal{B}(E)$, we have

$$
\tau(T)=\operatorname{tr}_{\mathcal{A}}(T) \quad \text { for all } \quad T \in \mathcal{A}(E)
$$

Of course, the same assertion applies to determinants.
In particular, we note the following consequence.
Corollary 7.1.5. Let $T$ belong to $\mathcal{N}_{\frac{2}{3}}\left(\ell_{1}\right)$ or to $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}\left(\ell_{1}\right)$. Then $T \in \mathcal{N}\left(\ell_{1}\right)$, and the identity

$$
\begin{equation*}
\operatorname{det}_{\lambda}(I+T)=\operatorname{det}_{\mathcal{N}}(I+T) \tag{7.3}
\end{equation*}
$$

holds with $\operatorname{det}_{\mathcal{N}}$ denoting the nuclear determinant on $\mathcal{N}$ restricted to the class of Banach spaces with a.p., and det the spectral determinant on $\mathcal{N}_{\frac{2}{3}}$ or $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}$, respectively.

For $\mathcal{N}_{\frac{2}{2}}$ the assumptions of Lemma 7.1 .4 follow immediately from the definitions. For $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}$ this is quite non-trivial. To sketch the argument, $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}\left(\ell_{1}\right) \subset \mathcal{N}\left(\ell_{1}\right)$ follows from Grothendieck's theorem, which states that operators in $\mathcal{L}\left(L_{\infty}, L_{1}\right)$ and in $\mathcal{L}\left(L_{1}, L_{2}\right)$ are 2 -summing (confer for example [52], [74]), and the fact that the product of 2-summing operators is nuclear (see [72]). To observe that the finite rank operators $\mathcal{F}\left(\ell_{1}\right)$ on $\ell_{1}$ are $\left\|\cdot \mid \mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}\right\|$-dense in $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}\left(\ell_{1}\right)$, the idea is (i) to factorize the 2summing operator in $\mathcal{L}\left(L_{\infty}, L_{1}\right)$ through a Hilbert space (see [73], 1.5.1), (ii) to pick out the operator between the two Hilbert spaces, say $H, K$, which is Hilbert Schmidt, and (iii) to show that it factors as $H \rightarrow \ell_{\infty} \rightarrow \ell_{2} \rightarrow K$ with the middle part being a diagonal operator (see [73], 1.7.10, and use well-known coincidences of ideals on Hilbert spaces). The latter can be obviously approximated by finite operators. Putting this together, we get a new factorization, consistent with the definition of the ideal, a part of which is approximable by finite operators.

In the following statement $E$ can be any of the spaces $\mathbb{C}^{N}$ with $N \in \mathbb{N}$, or the sequence spaces $c_{0}, \ell_{p}, 1 \leq p<\infty$.

Lemma 7.1.6. Let $f_{0}$ be a rational function satisfying $\overline{f_{0}(z)}=-f_{0}(-\bar{z})$ at all $z \in \mathbb{C}$ where $f_{0}$ is finite. Assume for a given $T \in \mathcal{L}(E)$ that $\operatorname{spec}(T)$ does not intersect the set $P$ of poles of $f_{0}$. Then $f_{0}(-\bar{T})$ is defined and we have

$$
\begin{equation*}
\overline{f_{0}(T)}=-f_{0}(-\bar{T}) . \tag{7.4}
\end{equation*}
$$

Proof If $\epsilon>0$ is sufficiently small and $R>0$ sufficiently large, the contour

$$
\begin{equation*}
\Gamma=\{\zeta| | \zeta \mid=R\} \cup \bigcup_{z \in P}\{\zeta| | \zeta-z \mid=\epsilon\} \tag{7.5}
\end{equation*}
$$

surrounds $\operatorname{spec}(T)$, and we have

$$
\begin{equation*}
f_{0}(T)=\frac{1}{2 \pi i} \int_{|\zeta|=R} f_{0}(\zeta)(\zeta I-T)^{-1} d \zeta-\frac{1}{2 \pi i} \sum_{z \in P} \int_{|\zeta-z|=\epsilon} f_{0}(\zeta)(\zeta I-T)^{-1} d \zeta, \tag{7.6}
\end{equation*}
$$

where all circles are oriented counter-clockwise. We compute

$$
\begin{aligned}
\overline{f_{0}(T)} & =-\frac{1}{2 \pi i} \int_{|\zeta|=R} \overline{f_{0}(\zeta)}(\bar{\zeta} I-\bar{T})^{-1} d \bar{\zeta}+\frac{1}{2 \pi i} \sum_{z \in P} \int_{|\zeta-z|=\epsilon} \overline{f_{0}(\zeta)}(\bar{\zeta} I-\bar{T})^{-1} d \bar{\zeta} \\
& =\frac{1}{2 \pi i} \int_{|\zeta|=R} f_{0}(-\bar{\zeta})(\bar{\zeta} I-\bar{T})^{-1} d \bar{\zeta}+\frac{1}{2 \pi i} \sum_{z \in P} \int_{|\zeta-z|=\epsilon} f_{0}(-\bar{\zeta})(\bar{\zeta} I-\bar{T})^{-1} d \bar{\zeta}
\end{aligned}
$$

The assumption $\overline{f_{0}(z)}=-f_{0}(-\bar{z})$ implies that $P$ is symmetric with respect to the imaginary axis. Hence the transformation $\eta=-\bar{\zeta}$ maps $\Gamma$ to itself while changing the orientations of the circles. Hence we can continue

$$
\begin{equation*}
\overline{f_{0}(T)}=-\frac{1}{2 \pi i} \int_{|\zeta|=R} f_{0}(\eta)(\eta I-\bar{T})^{-1} d \eta+\frac{1}{2 \pi i} \sum_{z \in P} \int_{|\zeta-z|=\epsilon} f_{0}(\eta)(\eta I-\bar{T})^{-1} d \eta \tag{7.7}
\end{equation*}
$$

Since $\operatorname{spec}(-\bar{T})=-\overline{\operatorname{spec}(T)}$ and $P$ is symmetric with respect to the imaginary axis, $\Gamma$ surrounds $\operatorname{spec}(-\bar{T})$. Hence the last expression equals $-f_{0}(-\bar{T})$, and the proof is complete.

Finally we shall often use the following fact without further mentioning. If $T_{i j} \in \mathcal{A}(E)$ for some quasi-Banach operator ideal $\mathcal{A}, i, j=1,2$, then

$$
T=\left(\begin{array}{ll}
T_{11} & T_{12} \\
T_{21} & T_{22}
\end{array}\right) \in \mathcal{A}(E \oplus E) .
$$

Of course this is easily proved by choosing appropriate projections and embeddings and using the ideal properties (see Proposition 2.4.1).

Furthermore, we shall always identify $a \in E^{\prime}$ with its standard representation as a sequence $\left(a_{i}\right)_{i}$.

### 7.1.2 The basic solution formula

Here we provide the basic solution formula for the $\mathbb{C}$-reduced AKNS system. Note that it is valid for generating operators $A$ on sequence spaces.
Theorem 7.1.7. Let $E$ be a classical sequence space and $\mathcal{A}$ a -Banach operator ideal $(0<p \leq 1)$ with a continuous determinant $\delta$ which is compatible with respect to conjugation in the sense that

$$
\delta(I+\bar{T})=\overline{\delta(I+T)}
$$

for all $T \in \mathcal{A}(E)$ with $\bar{T} \in \mathcal{A}(E)$.
Let $A \in \mathcal{L}(E)$ with $0 \notin \operatorname{spec}(A)+\operatorname{spec}(\bar{A})$, and let $\operatorname{spec}(A)$ be contained in the domain where $f_{0}$ is holomorphic. Choose $0 \neq a \in E^{\prime}, c \in E$ arbitrarily, and define the operatorfunctions

$$
\begin{aligned}
L(x, t) & =\exp \left(A x+f_{0}(A) t\right) \Phi_{A, \bar{A}}^{-1}(\bar{a} \otimes c), \\
L_{0}(x, t) & =\exp \left(A x+f_{0}(A) t\right)(a \otimes c) .
\end{aligned}
$$

Then $L, \bar{L}$ belong to $\mathcal{A}$ and $L_{0}, \bar{L}_{0}$ are even one-dimensional.

Assume in addition that $\exp (A x)$ behaves sufficiently well for $x \rightarrow-\infty$. Then, $q=$ $1-P / p$, where

$$
P=\delta\left(\begin{array}{cc}
I & -L \\
L & I+\bar{L}_{0}
\end{array}\right), \quad p=\delta\left(\begin{array}{cc}
I & -L \\
L & I
\end{array}\right),
$$

solves the $\mathbb{C}$-reduced AKNS system (4.5) on every strip $\mathbb{R} \times\left(t_{1}, t_{2}\right)$ on which the denominator $p$ does not vanish.

Proof We want to apply Theorem 2.4 .4 b ) with the particular choice
(i) $B=\bar{A}$,
(ii) $b=-\bar{a}$, and $d=\bar{c}$.

Recall that, for the $\mathbb{C}$-reduced AKNS system, $\overline{f_{0}(z)}=-f_{0}(-\bar{z})$ for all $z \in \mathbb{C}$ where $f_{0}$ is finite. Let the operators $\widehat{L}, \widehat{M}$ be as defined in Theorem 2.4.4. By Lemma 7.1.6 and (i), $\widehat{M}$ is well-defined and $\widehat{L}, \widehat{M}$ are complex conjugate to each other.

Next, for $C=\Phi_{A, B}^{-1}(b \otimes c), D=\Phi_{B, A}^{-1}(a \otimes d)$, the conditions (i), (ii) immediately show $D=-\bar{C}$. In particular, $L=-\widehat{L} C, \bar{L}=\widehat{M} D$ belong to $\mathcal{A}$, and one-dimensionality of $L_{0}$, $\bar{L}_{0}$ is obvious. Thus Theorem 2.4.4 b) provides us with the solution formula $q=1-P / p$, $r=1=\widehat{P} / p$, where

$$
P=\delta\left(\begin{array}{cc}
I & -L \\
L & I+\bar{L}_{0}
\end{array}\right), \quad \widehat{P}=\delta\left(\begin{array}{cc}
I-L_{0} & -L \\
\bar{L} & I
\end{array}\right), \quad p=\delta\left(\begin{array}{cc}
I & -L \\
L & I
\end{array}\right) .
$$

It remains to establish the linear relation $r=-\bar{q}$ for the $\mathbb{C}$-reduced AKNS system.
To this end, we use Proposition 2.4.3 to rewrite $r$ as $r=\widetilde{P} / p-1$, where

$$
\widetilde{P}=\delta\left(\begin{array}{cc}
I+L_{0} & -L \\
\bar{L} & I
\end{array}\right) .
$$

By the compatibility condition and the usual property of determinants, we infer

$$
\begin{aligned}
\bar{P} & =\overline{\delta\left(I+\left(\begin{array}{cc}
0 & -L \\
L & \bar{L}_{0}
\end{array}\right)\right)} \\
& =\delta\left(I+\left(\begin{array}{cc}
0 & -\bar{L} \\
L & L_{0}
\end{array}\right)\right) \\
& =\delta\left(I+\left(\begin{array}{cc}
0 & I \\
-I & 0
\end{array}\right)\left(\begin{array}{cc}
0 & -\bar{L} \\
L & L_{0}
\end{array}\right)\left(\begin{array}{cc}
0 & -I \\
I & 0
\end{array}\right)\right) \\
& =\delta\left(I+\left(\begin{array}{cc}
L_{0} & -L \\
\bar{L} & 0
\end{array}\right)\right) \\
& =\widetilde{P}
\end{aligned}
$$

and obviously $\bar{p}=p$. Consequently, $\bar{q}=1-\bar{P} / \bar{p}=1-\widetilde{P} / p=-r$.
This completes the proof.

### 7.1.3 Ameliorations for the Nonlinear Schrödinger equation

For the Nonlinear Schrödinger equation, we have the ameliorated solution formulas of Section 2.6 at our disposal. The crucial point is that these avoid the condition that $\exp (A x)$ behaves sufficiently well for $x \rightarrow-\infty$. Moreover, since $f_{0}(z)=-\mathrm{i} z^{2}$ for the Nonlinear Schrödinger equation, the condition that $\operatorname{spec}(A)$ is contained in the domain where $f_{0}$ is holomorphic becomes superfluous.

The ameliorated solution formula for the Nonlinear Schrödinger equation based on sequence spaces reads as follows.

Theorem 7.1.8. Let $E$ be a classical sequence space and $\mathcal{A}$ a quasi-Banach operator ideal with a continuous determinant $\delta$ which is compatible with respect to conjugation in the sense that

$$
\delta(I+\bar{T})=\overline{\delta(I+T)}
$$

for all $T \in \mathcal{A}(E)$ with $\bar{T} \in \mathcal{A}(E)$.
Let $A \in \mathcal{L}(E)$, and let $a \in E^{\prime}, c \in E$ be given. Assume that there exist $C \in \mathcal{A}(E)$, $0 \neq a \in E^{\prime}$ such that $A C+C \bar{A}=\bar{a} \otimes c$. We define the operator-functions

$$
\begin{aligned}
L(x, t) & =\exp \left(A x-\mathrm{i} A^{2} t\right) C \\
L_{0}(x, t) & =\exp \left(A x-\mathrm{i} A^{2} t\right)(a \otimes c)
\end{aligned}
$$

Then $L, \bar{L}$ belong to $\mathcal{A}$ and $L_{0}, \bar{L}_{0}$ are even one-dimensional.
Moreover, $q=1-P / p$, where

$$
P=\delta\left(\begin{array}{cc}
I & -L \\
L & I+\bar{L}_{0}
\end{array}\right), \quad p=\delta\left(\begin{array}{cc}
I & -L \\
L & I
\end{array}\right),
$$

is a solution of the Nonlinear Schrödinger equation (1.5) wherever the denominator $p$ does not vanish.

The proof can be taken over from the proof of Proposition 7.1.7. One just has to start from Proposition 2.6.1 instead of Theorem 2.4.4. Furthermore there are some simplifications because of the simple form of $f_{0}$.

### 7.2 Countable superposition of solitons for the $\mathbb{C}$-reduction

To place ourselves first into a setting where the operator theory is transparent, we start with countable superpositions of solitons. These can be realized by diagonal operators.

In the sequel, $E$ will always be one of the classical sequence spaces $c_{0}, \ell_{p}(1 \leq p<\infty)$ and $A \in \mathcal{L}(E)$ the diagonal operator generated by a bounded sequence $\alpha=\left(\alpha_{i}\right)_{i} \in \ell_{\infty}$,

$$
A: E \longrightarrow E \quad \text { with } \quad A\left(\xi_{i}\right)_{i}=\left(\alpha_{i} \xi_{i}\right)_{i}
$$

Observe $\operatorname{spec}(A)=\overline{\left\{\alpha_{i} \mid i \in \mathbb{N}\right\}}$.
It should be remarked that all results in this section can be transferred to weighted sequence spaces.

In order to apply Theorem 7.1.7, we need to guarantee that $\exp (A x)$ behave sufficiently well for $x \rightarrow-\infty$. A neat way to arrange this is to suppose $\inf _{i} \operatorname{Re}\left(\alpha_{i}\right)>0$. Geometrically this means that the solitons are localized to a certain extent. More precisely, one can see that with $\operatorname{Re}\left(\alpha_{i}\right) \rightarrow 0$ for $i \rightarrow \infty$ the solitons become lower but broader.

Theorem 7.2.1. Let $\alpha=\left(\alpha_{i}\right)_{i}$ be a bounded sequence such that $\inf _{i} \operatorname{Re}\left(\alpha_{i}\right)>0$ and $\sup _{i}\left|f_{0}\left(\alpha_{i}\right)\right|<\infty$. Then the operators defined by the infinite matrices

$$
\begin{aligned}
L(x, t) & =\left(\frac{\bar{a}_{j} c_{i}}{\alpha_{i}+\bar{\alpha}_{j}} \exp \left(\alpha_{i} x+f_{0}\left(\alpha_{i}\right) t\right)\right)_{i, j=1}^{\infty} \\
\text { and } L_{0}(x, t) & =\left(a_{j} c_{i} \exp \left(\alpha_{i} x+f_{0}\left(\alpha_{i}\right) t\right)\right)_{i, j=1}^{\infty}
\end{aligned}
$$

belong to the component $\mathcal{N}_{\frac{2}{3}}(E)$ of the $\frac{2}{3}$-Banach operator ideal $\mathcal{N}_{\frac{2}{3}}$ for all sequences $c=$ $\left(c_{i}\right)_{i} \in E, 0 \neq a=\left(a_{i}\right)_{i} \in E^{\prime}$, and the same holds true for the complex conjugate operators.

Moreover, $q=1-P / p$, where

$$
P=\operatorname{det}_{\lambda}\left(\begin{array}{cc}
I & -L \\
L & I+\bar{L}_{0}
\end{array}\right), \quad p=\operatorname{det}_{\lambda}\left(\begin{array}{cc}
I & -L \\
L & I
\end{array}\right),
$$

is a solution of the $\mathbb{C}$-reduced AKNS system (4.5) on strips $\mathbb{R} \times\left(t_{1}, t_{2}\right)$ where the denominator $p$ does not vanish.

In the above statement $\operatorname{det}_{\lambda}$ denotes the $^{\text {unique, continuous, spectral determinant on the }}$ $\frac{2}{3}$-Banach operator ideal $\mathcal{N}_{\frac{2}{3}}$ of $\frac{2}{3}$-nuclear operators. In Theorem 7.3 .2 we shall see that the solutions in Theorem 7.2.1 are globally regular.

Proof Recall that $A$ is a diagonal operator generated by the sequence $\left(\alpha_{i}\right)_{i}$. Thus, also $\exp \left(A x+f_{0}(A) t\right)$ is a diagonal operator generated by the sequence $\left(\exp \left(\alpha_{i} x+f_{0}\left(\alpha_{i}\right) t\right)\right)_{i}$. Since $\inf _{i} \operatorname{Re}\left(\alpha_{i}\right)>0, \exp (A x)$ behaves sufficiently well as $x \rightarrow-\infty$. Furthermore the condition that $\left|f_{0}\left(\alpha_{i}\right)\right|$ be uniformly bounded for all $i$ shows that $\operatorname{spec}(A)=\overline{\left\{\alpha_{i} \mid i\right\}}$ is contained in the domain where $f_{0}$ is holomorphic.

Next, it is straightforward to check that the operator $C: E \longrightarrow E$ generated by the infinite matrix

$$
\left(\frac{\bar{a}_{j} c_{i}}{\alpha_{i}+\bar{\alpha}_{j}}\right)_{i, j=1}^{\infty}
$$

is bounded and satisfies $A C+C \bar{A}=\bar{a} \otimes c$. Since $0 \notin \operatorname{spec}(A)+\operatorname{spec}(\bar{A})$ by assumption, we can apply Proposition 2.3.4, which shows $C=\Phi_{A, \bar{A}}^{-1}(\bar{a} \otimes c) \in \mathcal{N}_{\frac{2}{3}}(E)$. Moreover, $a \otimes \boldsymbol{c}$ is obviously generated by the infinite matrix $\left(a_{j} c_{i}\right)_{i, j=1}^{\infty}$.

Thus the assertion immediately follows by applying Theorem 7.1 .7 with respect to the $\frac{2}{3}$-Banach operator ideal $\mathcal{N}_{\frac{2}{3}}$ of $\frac{2}{3}$-nuclear operators (see Lemma 7.1.2).

Remark 7.2.2. Note that in Theorem 7.2.1 any continuous determinant $\delta$ on a $p$-Banach operator ideal $\mathcal{A}, 0<p \leq 1$, can be used which has the property that $\overline{\delta(I+T)}=\delta(I+\bar{T})$ for all $T \in \mathcal{A}(E)$ satisfying $\bar{T} \in \mathcal{A}(E)$.

### 7.3 Universal realization and regularity

In this section we will see that the previous solutions can be reinterpreted uniformly in terms of the nuclear determinant $\operatorname{det}_{\mathcal{N}}$ on $\ell_{1}$. The practical use of this is that the determinant can be evaluated by the concrete formula (7.1). This can be exploited to prove that the solutions considered in the previous section are globally regular. Note that regularity is not obvious at all in our general setting. Furthermore we will obtain a better understanding of the parameters $a, c$.

Theorem 7.3.1. Let $\alpha=\left(\alpha_{i}\right)_{i} \in \ell_{\infty}$ be a bounded sequence such that $\inf _{i} \operatorname{Re}\left(\alpha_{i}\right)>0$ and $\sup _{i}\left|f_{0}\left(\alpha_{i}\right)\right|<\infty$. Then the operators defined by the infinite matrices

$$
\begin{aligned}
L(x, t) & =\left(\frac{d_{i}}{\alpha_{i}+\bar{\alpha}_{j}} \exp \left(\alpha_{i} x+f_{0}\left(\alpha_{i}\right) t\right)\right)_{i, j=1}^{\infty} \\
\text { and } L_{0}(x, t) & =\left(d_{i} \exp \left(\alpha_{i} x+f_{0}\left(\alpha_{i}\right) t\right)\right)_{i, j=1}^{\infty}
\end{aligned}
$$

belong to the nuclear component $\mathcal{N}\left(\ell_{1}\right)$ for all sequences $0 \neq d=\left(d_{i}\right)_{i} \in \ell_{1}$, and the same is true for the complex conjugate operators.

Moreover $q=1-P / p$, where

$$
P=\operatorname{det}_{\mathcal{N}}\left(\begin{array}{cc}
I & -L \\
\bar{L} & I+\bar{L}_{0}
\end{array}\right), \quad p=\operatorname{det}_{\mathcal{N}}\left(\begin{array}{cc}
I & -L \\
\bar{L} & I
\end{array}\right),
$$

is a solution of the $\mathbb{C}$-reduced AKNS system (4.5) on strips $\mathbb{R} \times\left(t_{1}, t_{2}\right)$ where the denominator $p$ does not vanish.

In addition, each solution of Theorem 7.2.1 can be expressed explicitly in this way.
In the above statement $\operatorname{det}_{\mathcal{N}}$ denotes the unique continuous determinant on the Banach operator ideal $\mathcal{N}$ of nuclear operators restricted to the class of Banach spaces with a.p..

Proof (of Theorem 7.3.1) As for the proof that $q$ is a solution of the $\mathbb{C}$-reduced AKNS system, we refer to Theorem 7.2 .1 with the following modifications:

- The determinant $\operatorname{det}_{\mathcal{N}}$ on the nuclear component $\mathcal{N}\left(\ell_{1}\right)$ is used, see Remark 7.2.2 and Lemma 7.1.2.
- The particular choice $d \in \ell_{1}, \epsilon_{0}:=(1,1, \ldots) \in \ell_{\infty}$ for the sequences is made.

Therefore, the only thing left to show is that each solution of Theorem 7.2.1 can be expressed explicitly in this way. For concreteness we fix such a solution.

Our first objective is to provide an appropriate factorization of the operators $L, L_{0}$ in Theorem 7.2.1.

To this end, consider the diagonal operators $A \in \mathcal{L}\left(\ell_{\infty}\right), \widehat{A} \in \mathcal{L}\left(\ell_{1}\right)$ generated by the sequences $\alpha, \bar{\alpha}$, respectively. Note that $\widehat{A}$ is not the complex conjugate operator of $A$ because the underlying spaces differ. Since $0 \notin \operatorname{spec}(A)+\operatorname{spec}(\widehat{A})$, Proposition 2.3.4 implies that the operator equation $A X+X \widehat{A}=\epsilon_{0} \otimes \epsilon_{0}$ on $\mathcal{N}_{\frac{2}{3}}\left(\ell_{1}, \ell_{\infty}\right)$ has the unique solution $C_{0}:=\Phi_{A . \hat{A}}^{-1}\left(\epsilon_{0} \otimes \epsilon_{0}\right)$. We verify $C_{0}=\left(1 /\left(\alpha_{i}+\bar{\alpha}_{j}\right)\right)_{i, j=1}^{\infty}$.

In addition we define $\widehat{L}(x, t) \in \mathcal{L}(E)$ as the diagonal operator generated by the sequence $\left(\exp \left(\alpha_{i} x+f_{0}\left(\alpha_{i}\right) t\right)\right)_{i}$. Moreover, let $D_{a} \in \mathcal{L}\left(E, \ell_{1}\right)$ and $D_{c} \in \mathcal{L}\left(\ell_{\infty}, E\right)$ be the diagonal operators generated by the sequences $a, c$, respectively.

Then the operators $L, L_{0} \in \mathcal{N}_{\frac{2}{3}}(E)$ in Theorem 7.2 .1 factorize as $L=\widehat{L} D_{c} C_{0} \bar{D}_{a}$, $L_{0}=\widehat{L} D_{c}\left(\epsilon_{0} \otimes \epsilon_{0}\right) D_{a}$.

Consequently the following operators are related,

$$
\left(\begin{array}{cc}
0 & -L \\
\bar{L} & \bar{L}_{0}
\end{array}\right), \quad\left(\begin{array}{cc}
0 & -M \\
\bar{M} & \bar{M}_{0}
\end{array}\right)
$$

with $M_{0}:=D_{a} \widehat{L} D_{c}\left(e_{0} \otimes \epsilon_{0}\right), M:=D_{a} \widehat{L} D_{c} C_{0} \in \mathcal{N}_{\frac{2}{3}}\left(\ell_{1}\right)$. Namely, one immediately sees

$$
\begin{aligned}
\left(\begin{array}{cc}
0 & -L \\
L & \bar{L}_{0}
\end{array}\right) & =\left(\begin{array}{cc}
0 & -\widehat{L} D_{c} C_{0} \bar{D}_{a} \\
\overline{\hat{L}} \bar{D}_{c} \bar{C}_{0} D_{a} & \overline{\widehat{L}} \bar{D}_{c}\left(e_{0} \otimes \epsilon_{0}\right) \bar{D}_{a}
\end{array}\right) \\
& =\left(\begin{array}{cc}
\widehat{L} D_{c} & 0 \\
0 & \overline{\widehat{L}} \bar{D}_{c}
\end{array}\right)\left(\begin{array}{cc}
0 & -C_{0} \\
\bar{C}_{0} & \epsilon_{0} \otimes e_{0}
\end{array}\right)\left(\begin{array}{cc}
D_{a} & 0 \\
0 & \bar{D}_{a}
\end{array}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\left(\begin{array}{cc}
0 & -M \\
\bar{M} & \bar{M}_{0}
\end{array}\right) & =\left(\begin{array}{cc}
0 & -D_{a} \widehat{L} D_{c} C_{0} \\
\bar{D}_{a} \overline{\widehat{L}} \bar{D}_{c} \bar{C}_{0} & \bar{D}_{a} \overline{\widehat{L}} \bar{D}_{c}\left(\epsilon_{0} \otimes \epsilon_{0}\right)
\end{array}\right) \\
& =\left(\begin{array}{cc}
D_{a} & 0 \\
0 & \bar{D}_{a}
\end{array}\right)\left(\begin{array}{cc}
\widehat{L} D_{c} & 0 \\
0 & \overline{\hat{L}} \bar{D}_{c}
\end{array}\right)\left(\begin{array}{cc}
0 & -C_{0} \\
\bar{C}_{0} & \epsilon_{0} \otimes \epsilon_{0}
\end{array}\right) .
\end{aligned}
$$

As a result,

$$
\operatorname{det}_{\lambda}\left(I+\left(\begin{array}{cc}
\frac{0}{L} & -L \\
L_{0}
\end{array}\right)\right)=\operatorname{det}_{\lambda}\left(I+\left(\begin{array}{cc}
\frac{0}{M} & \frac{-M}{M_{0}}
\end{array}\right)\right)
$$

$\operatorname{det}_{\lambda}$ denoting the spectral determinant on $\mathcal{N}_{\frac{2}{3}}$. In the latter expression $\operatorname{det}_{\lambda}$ can be replaced by the nuclear determinant $\operatorname{det}_{\mathcal{N}}$ on the component $\mathcal{N}\left(\ell_{1}\right)$, see Corollary 7.1.5.

Finally we observe that $M, M_{0}$ are of the form as required in the statement, namely

$$
\begin{aligned}
M & =\left(\frac{d_{i}}{\alpha_{i}+\bar{\alpha}_{j}} \exp \left(\alpha_{i} x+f_{0}\left(\alpha_{i}\right) t\right)\right)_{i, j=1}^{\infty} \\
M_{0} & =\left(d_{i} \exp \left(\alpha_{i} x+f_{0}\left(\alpha_{i}\right) t\right)\right)_{i, j=1}^{\infty}
\end{aligned}
$$

for $d_{i}:=a_{i} c_{i}$. In particular, $d=\left(d_{i}\right)_{i} \in \ell_{1}$.
Carrying out the same manipulations for the denominator $p$ of the solution, we complete the proof.

Finally, we prove global regularity of the solutions constructed so far.
Theorem 7.3.2. The solutions in Theorem 7.3 .1 (and hence in Theorem 7.2.1) are defined and regular on all of $\mathbb{R}^{2}$.

Proof We have only to show that the denominator $p$ does not vanish. By (7.1), $p$ is the limit of $p_{N}$ for $N \rightarrow \infty$, where $p_{N}$ is the denominator appearing in the formula of the $N$-soliton corresponding to the first $N$ members of the countable superposition. But in the proof of Proposition 4.3.7 we have seen that $p_{N} \geq 1$. Hence the same holds true for $p$, and the proof is complete.

### 7.4 Sharper results for the Nonlinear Schrödinger equation

Next we turn to degenerate cases. As explained in the introduction, this should be done in the context of concrete equations. Here we will study the Nonlinear Schrödinger equation in detail and show that under suitable conditions we can handle the case $\inf _{i} \operatorname{Re}\left(\alpha_{i}\right)=0$. Geometrically this means that we can superpose solitons whose widths diverge.

In the case $\inf _{i} \operatorname{Re}\left(\alpha_{i}\right)>0$ we obtained an operator $C=\Phi_{A, \bar{A}}^{-1}(\bar{a} \otimes c)$ with $A C+C \bar{A}=$ $\bar{a} \otimes c$ by the Eschmeier-Dash/Schechter theorem. Furthermore for any choice $(a, c)$ it was clear that $C$ belonged to any $p$-Banach operator ideal $\mathcal{A}$. In the present situation the underlying mapping $\Phi_{A, \bar{A}}^{-1}$ is no longer defined. Nevertheless the matrix expression $\left(\left(\bar{a}_{j} c_{i}\right) /\left(\alpha_{i}+\bar{\alpha}_{j}\right)\right)_{i, j=1}^{\infty}$ still yields a formal candidate for $C$, which may a priori even be unbounded. Our task is now to ensure by a clever choice of $(a, c)$ that the candidate is contained in an appropriate quasi-Banach operator ideal.

The following lemma is the crucial step.
Lemma 7.4.1. Let $\alpha=\left(\alpha_{i}\right)_{i} \in \ell_{\infty}$ be a bounded sequence with $\operatorname{Re}\left(\alpha_{i}\right)>0 \forall i$. Then the operator $\widetilde{C}_{0}: \ell_{1} \longrightarrow \ell_{\infty}$ defined by the infinite matrix

$$
\widetilde{C}_{0}=\left(\frac{\sqrt{\operatorname{Re}\left(\alpha_{i}\right)} \sqrt{\operatorname{Re}\left(\alpha_{j}\right)}}{\alpha_{i}+\bar{\alpha}_{j}}\right)_{i, j=1}^{\infty}
$$

belongs to the quasi-Banach operator ideal $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}$.
The same statement holds true for the complex conjugate operator $\widetilde{\widetilde{C}_{0}}$ of $\widetilde{C}_{0}$.

Proof We show that $\widetilde{C}_{0}$ factors through the Hilbert space $L_{2}[0, \infty)$. To this end, consider the operator $S: \ell_{1} \mapsto L_{2}[0, \infty)$ which is defined on the standard basis $\left\{e_{i} \mid i\right\}$ of $\ell_{1}$ by $S e_{i}:=\bar{f}_{i}$ with $f_{i}(s)=\sqrt{\operatorname{Re}\left(\alpha_{i}\right)} \exp \left(-\alpha_{i} s\right)$. Because of

$$
\begin{aligned}
\left\langle S^{\prime} S e_{j}, e_{i}\right\rangle & =\left\langle S e_{j}, S e_{i}\right\rangle=\int_{0}^{\infty} \overline{f_{j}(s)} f_{i}(s) d s \\
& =\sqrt{\operatorname{Re}\left(\alpha_{i}\right)} \sqrt{\operatorname{Re}\left(\alpha_{j}\right)} \int_{0}^{\infty} \exp \left(-\left(\alpha_{i}+\bar{\alpha}_{j}\right) s\right) d s \\
& =\frac{\sqrt{\operatorname{Re}\left(\alpha_{i}\right)} \sqrt{\operatorname{Re}\left(\alpha_{j}\right)}}{\alpha_{i}+\bar{\alpha}_{j}}=\left\langle\widetilde{C}_{0} e_{j}, e_{i}\right\rangle
\end{aligned}
$$

actually $\widetilde{C}_{0}=S^{\prime} S$. Similarly as above we check $\left\|f_{j}\right\|_{L_{2}[0, \infty)}=\sqrt{\frac{1}{2}}$, which in turn proves that $S$ is bounded.

As for the complex conjugate operator $\overline{\widetilde{C}_{0}}$ of $\widetilde{C}_{0}$, a factorization $\overline{\widetilde{C}_{0}}=R^{\prime} R$ through $L_{2}[0, \infty)$ is obtained via $R: \ell_{1} \rightarrow L_{2}[0, \infty)$ given by $R e_{i}:=f_{i}$ with $f_{i}$ as above.

Theorem 7.4.2. Let $\alpha=\left(\alpha_{j}\right)_{j} \in \ell_{\infty}$ be a bounded sequence with $\operatorname{Re}\left(\alpha_{j}\right)>0 \forall j$. Then the operators defined by the infinite matrices

$$
\begin{aligned}
L(x, t) & =\left(\frac{\bar{a}_{j^{\prime}} c_{j}}{\alpha_{j}+\bar{\alpha}_{j^{\prime}}} \exp \left(\alpha_{j} x-\mathrm{i} \alpha_{j}^{2} t\right)\right)_{j, j^{\prime}=1}^{\infty} \\
\text { and } L_{0}(x, t) & =\left(a_{j^{\prime}} c_{j} \exp \left(\alpha_{j} x-\mathrm{i} \alpha_{j}^{2} t\right)\right)_{j, j^{\prime}=1}^{\infty}
\end{aligned}
$$

belong to the component $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}(E)$ of the quasi-Banach operator ideal $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}$ for all sequences $c=\left(c_{j}\right)_{j}, 0 \neq a=\left(a_{j}\right)_{j}$ with $\left(c_{j} / \sqrt{\operatorname{Re}\left(\alpha_{j}\right)}\right)_{j} \in E, a=\left(a_{j} / \sqrt{\operatorname{Re}\left(\alpha_{j}\right)}\right)_{j} \in E^{\prime}$, and the same is true for the complex conjugate operators.

Moreover, $q=1-P / p$, where

$$
P=\operatorname{det}_{\lambda}\left(\begin{array}{cc}
I & -L \\
L & I+\bar{L}_{0}
\end{array}\right), \quad p=\operatorname{det}_{\lambda}\left(\begin{array}{cc}
I & -L \\
L & I
\end{array}\right),
$$

is a solution of the Nonlinear Schrödinger equation (1.5) wherever the denominator $p$ does not vanish.

In the above statement $\operatorname{det}_{\lambda}$ denotes the continuous and spectral determinant on the quasiBanach operator ideal $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}$.

Proof Recall that $A$ is a diagonal operator generated by the sequence $\left(\alpha_{j}\right)_{j}$. Thus, also $\exp \left(A x-\mathrm{i} A^{2} t\right)$ is a diagonal operator, and it is generated by the sequence $\left(\exp \left(\alpha_{j} x-\mathrm{i} \alpha_{j}^{2} t\right)\right)_{j}$.

It is also clear that $a \otimes c$ is generated by the infinite matrix $\left(a_{j^{\prime}} c_{j}\right)_{j, j^{\prime}=1}^{\infty}$.
Next we introduce the diagonal operators $D_{a / \sqrt{\operatorname{Re}(\alpha)}}: E \rightarrow \ell_{1}, D_{c / \sqrt{\operatorname{Re}(\alpha)}}: \ell_{\infty} \rightarrow E$ generated by the sequences $\left(a_{j} / \sqrt{\operatorname{Re}\left(\alpha_{j}\right)}\right)_{j} \in E^{\prime},\left(c_{j} / \sqrt{\operatorname{Re}\left(\alpha_{j}\right)}\right)_{j} \in E$, respectively. By Hölders inequality, both are bounded. Thus Lemma 7.4.1 implies that the operator

$$
C:=D_{c / \sqrt{\operatorname{Re}(\alpha)}} \widetilde{C}_{0} \bar{D}_{a / \sqrt{\operatorname{Re}(\alpha)}}: E \longrightarrow E
$$

belongs to the quasi-Banach operator ideal $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}$. Obviously, $C$ is represented by the infinite matrix $\left(\left(\bar{a}_{j^{\prime}} c_{j}\right) /\left(\alpha_{j}+\bar{\alpha}_{j^{\prime}}\right)\right)_{j, j^{\prime}=1}^{\infty}$, and the equation $A C+C \bar{A}=\bar{a} \otimes c$ can be immediately verified.

Similarly, $\bar{C} \in \mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}(E)$ solving $\overline{A C}+\bar{C} A=a \otimes \bar{c}$.

Now the assertion follows by applying Theorem 7.1.8 with respect to the quasi-Banach operator ideal $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}$ of operators factorizing through an $L_{1}$-space, a Hilbert space, and an $L_{\infty}$-space.

Next we show that, even for the solutions of the Nonlinear Schrödinger equation which only satisfy the weaker condition $\operatorname{Re}\left(\alpha_{j}\right)>0$ for all $j$, the counterpart of the universal realization in Theorem 7.3.1 holds.

Theorem 7.4.3. Let $\alpha=\left(\alpha_{j}\right)_{j} \in \ell_{\infty}$ be a bounded sequence with $\operatorname{Re}\left(\alpha_{j}\right)>0$ for all $j$. Then the operators defined by the infinite matrices

$$
\begin{aligned}
L(x, t) & =\left(\frac{d_{j}}{\alpha_{j}+\bar{\alpha}_{j^{\prime}}} \exp \left(\alpha_{j} x-\mathrm{i} \alpha_{j}^{2} t\right)\right)_{j, j^{\prime}=1}^{\infty} \\
\text { and } L_{0}(x, t) & =\left(d_{j} \exp \left(\alpha_{j} x-\mathrm{i} \alpha_{j}^{2} t\right)\right)_{j, j^{\prime}=1}^{\infty}
\end{aligned}
$$

belong to the nuclear component $\mathcal{N}\left(\ell_{1}\right)$ for all sequences $0 \neq d=\left(d_{j}\right)_{j}$ with $\left(d_{j} / \operatorname{Re}\left(\alpha_{j}\right)\right)_{j} \in$ $\ell_{1}$, and the same holds true for the complex conjugate operators.

Moreover $q=1-P / p$, where

$$
P=\operatorname{det}_{\mathcal{N}}\left(\begin{array}{cc}
I & -L \\
\bar{L} & I+\bar{L}_{0}
\end{array}\right), \quad p=\operatorname{det}_{\mathcal{N}}\left(\begin{array}{cc}
I & -L \\
L & I
\end{array}\right),
$$

is a solution of the Nonlinear Schrödinger equation (1.5) wherever the denominator $p$ does not vanish.

In addition, each solution of Theorem 7.4.2 can be expressed explicitly in this way.
In the above statement $\operatorname{det}_{\mathcal{N}}$ denotes the unique continuous determinant on the Banach operator ideal $\mathcal{N}$ of nuclear operators restricted to the class of Banach spaces with approximation property.

Proof First we show that $q$ solves the Nonlinear Schrödinger equation. Observe that the operator $C: \ell_{1} \rightarrow \ell_{1}$ generated by the infinite matrix

$$
C=\left(\frac{d_{j}}{\alpha_{j}+\bar{\alpha}_{j^{\prime}}}\right)_{j, j^{\prime}=1}^{\infty}
$$

is nuclear. Indeed $\left|\alpha_{j}+\bar{\alpha}_{j^{\prime}}\right| \geq \operatorname{Re}\left(\alpha_{j}\right)$ implies

$$
\left\|C \left|\mathcal{N}\left\|=\sum_{j} \sup _{j^{\prime}}\left|\frac{d_{j}}{\alpha_{j}+\bar{\alpha}_{j^{\prime}}}\right| \leq \sum_{j}\left|\frac{d_{j}}{\operatorname{Re}\left(\alpha_{j}\right)}\right|=\right\|\left(d_{j} / \operatorname{Re}\left(\alpha_{j}\right)\right)_{j} \|_{1}<\infty .\right.\right.
$$

Obviously, $A C+C \bar{A}=\epsilon_{0} \otimes d$ for $\epsilon_{0}=(1,1, \ldots) \in \ell_{\infty}, d \in \ell_{1}$ (here we have used that $\left(\alpha_{j}\right)_{j} \in \ell_{\infty},\left(d_{j} / \operatorname{Re}\left(\alpha_{j}\right)\right)_{j} \in \ell_{1}$ yields $\left.\left(d_{j}\right)_{j} \in \ell_{1}\right)$.

Thus we can apply Theorem 7.1 .8 with respect to the nuclear determinant $\operatorname{det}_{\mathcal{N}}$ on $\ell_{1}$ (see Lemma 7.1.2).

It remains to show that each solution of Theorem 7.4 .2 can be expressed explicitly in this form. For concreteness fix such a solution. We use the following factorization for the operators $L, L_{0}$ in Theorem 7.4.2:

$$
\begin{aligned}
L & =\widehat{L} D_{c / \sqrt{\operatorname{Re}(\alpha)}} \widetilde{C}_{0} \bar{D}_{a / \sqrt{\operatorname{Re}(\alpha)}}, \\
L_{0} & =\widehat{L} D_{c / \sqrt{\operatorname{Re}(\alpha)}}(\sqrt{\operatorname{Re}(\alpha)} \otimes \sqrt{\operatorname{Re}(\alpha)}) D_{a / \sqrt{\operatorname{Re}(\alpha)}},
\end{aligned}
$$

where $D_{a / \sqrt{\operatorname{Re}(\alpha)}} \in \mathcal{L}\left(E, \ell_{1}\right), D_{c / \sqrt{\operatorname{Re}(\alpha)}} \in \mathcal{L}\left(\ell_{\infty}, E\right)$, and $\widetilde{C}_{0} \in \mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}\left(\ell_{1}, \ell_{\infty}\right)$ have been introduced in the proof of Theorem 7.4.2, and the diagonal operator $\widehat{L}(x, t) \in \mathcal{L}(E)$ is generated by the sequence $\left(\exp \left(\alpha_{j} x-\mathrm{i} \alpha_{j}^{2} t\right)\right)_{j}$. By the same calculation as in the proof of Theorem 7.3.1 we check that the following operators are related,

$$
\left(\begin{array}{cc}
0 & -L \\
L & \bar{L}_{0}
\end{array}\right), \quad\left(\begin{array}{cc}
\frac{0}{M} & -M \\
\bar{M}_{0}
\end{array}\right)
$$

with $M_{0}:=D_{a / \sqrt{\operatorname{Re}(\alpha)}} \widehat{L} D_{c / \sqrt{\operatorname{Re}(\alpha)}}(\sqrt{\operatorname{Re}(\alpha)} \otimes \sqrt{\operatorname{Re}(\alpha)}), M:=D_{a / \sqrt{\operatorname{Re}(\alpha)}} \widehat{L} D_{c / \sqrt{\operatorname{Re}(\alpha)}} \widetilde{C}_{0} \in$ $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}\left(\ell_{1}\right)$.

Hence, by the principle of related operators, we obtain

$$
\operatorname{det}_{\lambda}\left(I+\left(\begin{array}{cc}
0 & -L \\
L & \bar{L}_{0}
\end{array}\right)\right)=\operatorname{det}_{\lambda}\left(I+\left(\begin{array}{cc}
\frac{0}{M} & -\bar{M} \\
M_{0}
\end{array}\right)\right)
$$

for the spectral determinant $\operatorname{det}_{\lambda}$ on $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}$. In the latter expression $\operatorname{det}_{\lambda}$ can be replaced by the nuclear determinant $\operatorname{det}_{\mathcal{N}}$ on the component $\mathcal{N}\left(\ell_{1}\right)$, see Corollary 7.1.5. Moreover, we observe the following matrix representations for $M, M_{0}$,

$$
\begin{aligned}
M & =\left(\sqrt{\frac{\operatorname{Re}\left(\alpha_{j^{\prime}}\right)}{\operatorname{Re}\left(\alpha_{j}\right)}} \frac{d_{j}}{\alpha_{j}+\bar{\alpha}_{j^{\prime}}} \exp \left(\alpha_{j} x-\mathrm{i} \alpha_{j}^{2} t\right)\right)_{j, j^{\prime}}^{\infty} \\
M_{0} & =\left(\sqrt{\frac{\operatorname{Re}\left(\alpha_{j^{\prime}}\right.}{\operatorname{Re}\left(\alpha_{j}\right)}} d_{j} \exp \left(\alpha_{j} x-\mathrm{i} \alpha_{j}^{2} t\right)\right)_{j, j^{\prime}=1}^{\infty}
\end{aligned}
$$

for $d_{j}:=a_{j} c_{j}$. In particular, $\left(d_{j} / \operatorname{Re}\left(\alpha_{j}\right)\right)_{j} \in \ell_{1}$.
Let us assume for a moment that the sequence $\left(\operatorname{Re}\left(\alpha_{i}\right)\right)_{j}$ is bounded away from zero. Then we can conclude the proof by

$$
\begin{aligned}
& \operatorname{det}_{\mathcal{N}}\left(I+\left(\begin{array}{cc}
\frac{0}{M} & \frac{-M}{M_{0}}
\end{array}\right)\right)= \\
& =\operatorname{det}_{\mathcal{N}}\left(I+\left(\begin{array}{cc}
D \sqrt{\operatorname{Re}(\alpha)} & 0 \\
0 & D_{\sqrt{\operatorname{Re}(\alpha)}}
\end{array}\right)\left(\begin{array}{cc}
\frac{0}{M} & -\bar{M} \\
\bar{M}_{0}
\end{array}\right)\left(\begin{array}{cc}
D_{1 / \sqrt{\operatorname{Re}(\alpha)}} & 0 \\
0 & D_{1 / \sqrt{\operatorname{Re}(\alpha)}}
\end{array}\right)\right) \\
& =\operatorname{det}_{\mathcal{N}}\left(I+\left(\begin{array}{cc}
0 & -N \\
N & \bar{N}_{0}
\end{array}\right)\right)
\end{aligned}
$$

where $N, N_{0}$ are just the operators defined in the assertion.
For arbitrary sequences $\left(\alpha_{j}\right)_{j} \in \ell_{\infty}$ we first note $N, N_{0} \in \mathcal{N}\left(\ell_{1}\right)$, which has been shown in the first part of the proof. Thus we can use formula (7.1) for the calculation of the nuclear determinant $\operatorname{det}_{\mathcal{N}}(I+T)$, and the assertion follows by the same argument as before, but now applied to the finite-dimensional principal minors.

Carrying out the same manipulations for the denominator $p$ of the solution, we complete the proof.

Now we can achieve regularity also for the solutions of the Nonlinear Schrödinger equation constructed in this section. The proof is literally the same as for Theorem 7.3.2.

Theorem 7.4.4. The solutions in Theorem 7.4.3 (and hence in Theorem 7.4.2) are defined and regular all of $\mathbb{R}^{2}$.

### 7.5 Countable superposition of negatons

Now we come to our main topic, the superposition of countably many negatons. Here we will use so-called generalized diagonal operators $A$, i.e., an operator with Jordan blocks on the diagonal. To this end, we shall first introduce some additional terminology.

### 7.5.1 Vector-valued sequence spaces

Let $\left(n_{j}\right)_{j} \in \ell_{\infty}$ with $n_{j} \in \mathbb{N}$ be a bounded sequence of natural numbers, and $E$ one of the classical sequence spaces $\ell_{p}(1 \leq p<\infty)$ or $c_{0}$.

For $1 \leq q \leq \infty$, we define the vector-valued sequence space

$$
E\left(\ell_{q}\left(n_{j}\right)\right)=\left\{\xi=\left(\xi_{j}\right)_{j} \mid \xi_{j} \in \ell_{q}\left(n_{j}\right) \forall j \text { such that }\left(\left\|\xi_{j}\right\|_{q}\right)_{j} \in E\right\} .
$$

Here $\ell_{q}\left(n_{j}\right)$ denotes $\mathbb{C}^{n_{j}}$ equipped with the $q$-norm. $E\left(\ell_{q}\left(n_{j}\right)\right)$ becomes a Banach space with respect to the norm

$$
\|\xi\|_{E\left(\ell_{q}\left(n_{j}\right)\right)}=\left\|\left(\left\|\xi_{j}\right\|_{q}\right)_{j}\right\|_{E}
$$

We write elements $\xi$ in vector-valued sequence spaces $E\left(\ell_{q}\left(n_{j}\right)\right)$ as $\xi=\left(\xi_{j}\right)_{j}$ with vector entries $\xi_{j} \in \ell_{q}\left(n_{j}\right)$.

The following duality statement can be shown in the same manner as for ordinary sequence spaces.

Proposition 7.5.1. For $1 \leq q \leq \infty$, the pairing

$$
\langle x, a\rangle=\sum_{j}\left\langle x_{j}, a_{j}\right\rangle, \quad a=\left(a_{j}\right)_{j} \in E^{\prime}\left(\ell_{q^{\prime}}\left(n_{j}\right)\right), x=\left(x_{j}\right)_{j} \in E\left(\ell_{q}\left(n_{j}\right)\right),
$$

yields a metrical isomorphism between $E\left(\ell_{q}\left(n_{j}\right)\right)^{\prime}$ and $E^{\prime}\left(\ell_{q^{\prime}}\left(n_{j}\right)\right)\left(\frac{1}{q}+\frac{1}{q^{\prime}}=1\right)$.
We say that an operator $T \in \mathcal{L}\left(E\left(\ell_{q}\left(n_{j}\right)\right), F\left(\ell_{r}\left(n_{j}\right)\right)\right)$ is generated by a generalized infinite matrix $\left(T_{i j}\right)_{i, j=1}^{\infty}$ if it is given by the rule

$$
T \xi=\left(\sum_{k} T_{j k} \xi_{k}\right)_{j}, \quad \text { for } \xi=\left(\xi_{j}\right)_{j} \in E\left(\ell_{q}\left(n_{j}\right)\right),
$$

with matrices $T_{i j} \in \mathcal{M}_{n_{i}, n_{j}}(\mathbb{C})$. If not stated otherwise, $T_{i j}$ is always viewed as an operator from $\ell_{q}\left(n_{j}\right)$ to $\ell_{r}\left(n_{i}\right)$.

If, in particular, only the matrices $T_{j j}$ on the diagonal are non-zero, then we call $T$ a generalized diagonal operator generated by the sequence $\left(T_{j j}\right)_{j}$.

It is not difficult to find conditions such that generalized infinite matrices define bounded operators. Exemplarily, we state the following lemmata.

Lemma 7.5.2. Any generalized infinite matrix $\left(T_{i j}\right)_{i, j=1}^{\infty}$ with $\sup _{i, j}\left\|T_{i j}\right\|<\infty$ defines a bounded operator $T$ from $\ell_{1}\left(\ell_{q}\left(n_{j}\right)\right)$ to $\ell_{\infty}\left(\ell_{r}\left(n_{j}\right)\right.$ ) (where $\left.1 \leq q, r \leq \infty\right)$.

Note that $\left\|T_{i j}\right\|$ abbreviates $\left\|T_{i j}\right\|_{\mathcal{L}\left(\ell_{q}\left(n_{j}\right), \ell_{r}\left(n_{j}\right)\right)}$, as said before.
Proof We observe the elementary estimate

$$
\begin{aligned}
\left\|\sum_{j=1}^{\infty} T_{i j} \xi_{j}\right\|_{r} & \leq \sum_{j=1}^{\infty}\left\|T_{i j}\right\|\left\|\xi_{j}\right\|_{q} \leq \sup _{j}\left\|T_{i j}\right\| \sum_{j=1}^{\infty}\left\|\xi_{j}\right\|_{q} \\
& =\left(\sup _{j}\left\|T_{i j}\right\|\right)\|\xi\|_{\ell_{1}\left(\ell_{q}\left(n_{j}\right)\right)} .
\end{aligned}
$$

This yields

$$
\|T \xi\|_{\ell_{\infty}\left(\ell_{r}\left(n_{j}\right)\right)}=\sup _{i}\left\|\sum_{j=1}^{\infty} T_{i j} \xi_{j}\right\|_{r} \leq\left(\sup _{i j}\left\|T_{i j}\right\|\right)\|\xi\|_{\ell_{1}\left(\ell_{q}\left(n_{j}\right)\right)}
$$

for $\xi=\left(\xi_{j}\right)_{j} \in \ell_{1}\left(\ell_{q}\left(n_{j}\right)\right)$. Thus $T \in \mathcal{L}\left(\ell_{1}\left(\ell_{q}\left(n_{j}\right)\right), \ell_{\infty}\left(\ell_{r}\left(n_{j}\right)\right)\right)$.

Lemma 7.5.3. Any sequence $\left(T_{j}\right)_{j}, T_{j} \in \mathcal{M}_{n_{j}, n_{j}}(\mathbb{C})$, with $\sup _{j}\left\|T_{j}\right\|<\infty$ defines an operator $T \in \mathcal{L}\left(E\left(\ell_{q}\left(n_{j}\right)\right)\right.$ ) (where $\left.1 \leq q \leq \infty\right)$.

Proof Set $t=\sup _{j}\left\|T_{j}\right\|$. Then from

$$
\|T \xi\|_{E\left(\ell_{q}\left(n_{j}\right)\right)}=\left\|\left(\left\|T_{j} \xi_{j}\right\|_{q}\right)_{j}\right\|_{E} \leq t\left\|\left(\left\|\xi_{j}\right\|_{q}\right)_{j}\right\|_{E}=t\|\xi\|_{E\left(\ell_{q}\left(n_{j}\right)\right)}
$$

the assertion follows immediately.
For operators $T$ which are generated by generalized infinite matrices, again the notion of the complex conjugate operator $\bar{T}$ of $T$ can be canonically defined as the operator generated by $\left(\bar{T}_{i j}\right)_{i, j=1}^{\infty}$.

### 7.5.2 The main theorem for the $\mathbb{C}$-reduction

Throughout this section we will assume that $\left(n_{j}\right)_{j}$ is a bounded sequence of natural numbers and $E$ one of the classical sequence spaces $\ell_{p}(1 \leq p<\infty)$ or $c_{0}$.

Let $\alpha=\left(\alpha_{j}\right)_{j} \in \ell_{\infty}$ be a bounded sequence.
To these data we associate the sequence $\left(A_{j}\right)_{j}$, where $A_{j} \in \mathcal{M}_{n_{j}, n_{j}}(\mathbb{C})$ is the Jordan block of dimension $n_{j}$ corresponding to the eigenvalue $\alpha_{j}$. Then we can define the generalized diagonal operator $A \in \mathcal{L}\left(E\left(\ell_{q}\left(n_{j}\right)\right)\right), 1 \leq q \leq \infty$, generated by the sequence $\left(A_{j}\right)_{j}$, i.e.,

$$
A\left(\xi_{j}\right)_{j}=\left(A_{j} \xi_{j}\right)_{j} \quad \text { for }\left(\xi_{j}\right)_{j} \in E\left(\ell_{q}\left(n_{j}\right)\right)
$$

see Lemma 7.5.3.
The following lemma determines $\operatorname{spec}(A)$. Here we will use that the size of the Jordan blocks is bounded.

Lemma 7.5.4. For the operator $A$ defined above we have $\operatorname{spec}(A)=\overline{\left\{\alpha_{j} \mid j \in \mathbb{N}\right\}}$.
Proof Obviously $\overline{\left\{\alpha_{j} \mid j \in \mathbb{N}\right\}} \subseteq \operatorname{spec}(A)$. Consider now $\lambda \notin \overline{\left\{\alpha_{j} \mid j \in \mathbb{N}\right\}}$. Then there exists $\epsilon>0$ such that $\left|\alpha_{j}-\lambda\right|>\epsilon$ for all $j$. Without loss of generality, $\epsilon<1$.

Define the generalized diagonal operator $T$ generated by the sequence $\left(T_{j}\right)_{j}$ with $T_{j}=$ $\left(A_{j}-\lambda I_{n_{j}}\right)^{-1}$. Then $T_{j}=\sum_{k=1}^{n_{j}}\left(\alpha_{j}-\lambda\right)^{-k} N_{j}^{k-1}$ with $N_{j}$ the nilpotent matrix of dimension $n_{j}$ with the entries 1 on the off-diagonal and zero else.

Consequently,

$$
\left\|T_{j}\right\| \leq \sum_{k=1}^{n_{j}} \frac{1}{\left|\alpha_{j}-\lambda\right|^{k}} \leq n_{j} \epsilon^{-n_{j}} \leq n_{0} \epsilon^{-n_{0}}
$$

for $n_{0}:=\sup _{j} n_{j}$. By Lemma 7.5 .3 , this shows $T \in \mathcal{L}\left(E\left(\ell_{q}\left(n_{j}\right)\right)\right)$, and it is clear that $T=(A-\lambda I)^{-1}$. Thus $\lambda \notin \operatorname{spec}(A)$.

## Review of negatons

For convenience we recall some material on negatons.
To simplify the formulas, we will use the notation $\Gamma_{l}(\xi), \Gamma_{r}(\xi) \in \mathcal{M}_{k, k}(\mathbb{C})$ for the upper left and upper right band matrices given in terms of the vector $\xi=\left(\xi^{(k)}\right)_{k=1}^{k} \in \mathbb{C}^{k}$ by the following assignment

$$
\Gamma_{l}(\xi)=\left(\begin{array}{ccc}
\xi^{(1)} & . & \xi^{(k)} \\
\xi^{(k)} & . & 0
\end{array}\right), \quad \Gamma_{r}(\xi)=\left(\begin{array}{ccc}
\xi^{(1)} & & \xi^{(k)} \\
& \ddots & \\
0 & & \xi^{(1)}
\end{array}\right)
$$

We write $\epsilon_{k}^{(\kappa)}$ for the $\kappa$-th standard basis vector of $\mathbb{C}^{k}$.
For the construction of finite superpositions of negatons (see Proposition 4.3.1) we used the following two types of matrices:

1. the exponential function $\widehat{L}_{i}(x, t):=\exp \left(A_{i} x+f_{0}\left(A_{i}\right) t\right)$,
2. the solution $\Phi_{A_{i}, \bar{A}_{j}}^{-1}\left(\bar{a}_{j} \otimes c_{i}\right) \in \mathcal{M}_{n_{i}, n_{j}}(\mathbb{C})$ of the matrix equation $A_{i} X+X \bar{A}_{j}=\overline{a_{j}} \otimes c_{i}$ for $c_{i} \in \mathbb{C}^{n_{i}}, \bar{a}_{j} \in \mathbb{C}^{n_{j}}$,
where $A_{i} \in \mathcal{M}_{n_{i}, n_{i}}(\mathbb{C})$ are the Jordan block of dimension $n_{i}$ corresponding to the eigenvalue $\alpha_{i}$. Recall that these matrices have the concrete form given by

$$
\begin{align*}
\widehat{L}_{i}(x, t):= & \Gamma_{r}\left(\ell_{i}(x, t)\right)  \tag{7.8}\\
& \text { for the vector } \ell_{i}(x, t)=\left(\frac{1}{(\nu-1)!} \frac{\partial^{\nu-1}}{\partial \alpha_{i}^{\nu-1}} \exp \left(\alpha_{i} x+f_{0}\left(\alpha_{i}\right) t\right)\right)_{\nu=1}^{n_{i}}
\end{align*}
$$

and $\Phi_{A_{i}, \bar{A}_{j}}^{-1}\left(\bar{a}_{j} \otimes c_{i}\right)=\Gamma_{l}\left(c_{i}\right) C_{0, i j} \Gamma_{r}\left(\bar{a}_{j}\right)$ with

$$
\begin{equation*}
C_{0, i j}:=\left((-1)^{\nu+\mu}\binom{\nu+\mu-2}{\mu-1}\left(\frac{1}{\alpha_{i}+\bar{\alpha}_{j}}\right)^{\nu+\mu-1}\right)_{\substack{\nu=1, \ldots, n_{i} \\ \mu=1, \ldots, n_{j}}} \tag{7.9}
\end{equation*}
$$

by Proposition 4.3.3.
Observe in particular $C_{0, i j}=\Phi_{A_{i}, \bar{A}_{j}}^{-1}\left(e_{n_{j}}^{(1)} \otimes e_{n_{i}}^{(1)}\right)$.

## Superpositions of negatons

Now we are in position to extend Theorem 7.2.1 from solitons to negatons. Recall that $E$ always denotes a classical sequence space.

Theorem 7.5.5. Let $n_{j}, j \in \mathbb{N}$, be natural numbers with $\sup _{j} n_{j}<\infty$ and $\alpha=\left(\alpha_{j}\right)_{j} \in \ell_{\infty}$ a bounded sequence with $\inf _{j} \operatorname{Re}\left(\alpha_{j}\right)>0$ and $\sup _{j}\left|f_{0}\left(\alpha_{j}\right)\right|<\infty$.

For $\widehat{L}_{i}(x, t), C_{0, i j}$ as given in (7.8), (7.9), respectively, define operators generated by the following generalized infinite matrices

$$
\begin{aligned}
L(x, t) & =\left(\widehat{L}_{i}(x, t) \Gamma_{l}\left(c_{i}\right) C_{0, i j} \Gamma_{r}\left(\bar{a}_{j}\right)\right)_{i, j=1}^{\infty}, \\
L_{0}(x, t) & =\left(\widehat{L}_{i}(x, t) \Gamma_{l}\left(c_{i}\right)\left(e_{n_{j}}^{(1)} \otimes e_{n_{i}}^{(1)}\right) \Gamma_{r}\left(a_{j}\right)\right)_{i, j=1}^{\infty} .
\end{aligned}
$$

Then $L, L_{0} \in \mathcal{N}_{\frac{2}{3}}\left(E\left(\ell_{q}\left(n_{j}\right)\right)\right)$ for all $c=\left(c_{j}\right)_{j} \in E\left(\ell_{q}\left(n_{j}\right)\right), 0 \neq a=\left(a_{j}\right)_{j} \in E\left(\ell_{q}\left(n_{j}\right)\right)^{\prime}$ $(1 \leq q \leq \infty)$, and the same holds true for the complex conjugate operators.

Moreover, $q=1-P / p$, where

$$
P=\operatorname{det}_{\lambda}\left(\begin{array}{cc}
I & -L \\
L & I+\bar{L}_{0}
\end{array}\right), \quad p=\operatorname{det}_{\lambda}\left(\begin{array}{cc}
I & -L \\
L & I
\end{array}\right)
$$

is a solution of the $\mathbb{C}$-reduced AKNS system system (4.5) on strips $\mathbb{R} \times\left(t_{1}, t_{2}\right)$ where the denominator $p$ does not vanish.

In the above statement $\operatorname{det}_{\lambda}$ denotes the unique, continuous, spectral determinant on the $\frac{2}{3}$-Banach operator ideal $\mathcal{N}_{\frac{2}{3}}$ of $\frac{2}{3}$-nuclear operators. Again we will see later that the assumption on strips is superfluous.

Proof Consider the generalized diagonal operator $A \in \mathcal{L}\left(E\left(\ell_{q}\left(n_{j}\right)\right)\right)$ generated by the sequence $\left(A_{j}\right)_{j}$ of Jordan blocks of dimension $n_{j}$ corresponding to the eigenvalue $\alpha_{j}$. It follows immediately that $\exp \left(A x+f_{0}(A) t\right)$ is a generalized diagonal operator, too, which is generated by the sequence $\left(\exp \left(A_{j} x+f_{0}\left(A_{j}\right) t\right)\right)_{j}=\left(\hat{L}_{j}(x, t)\right)_{j}$.

We also have to verify that $\exp (A x)$ behaves sufficiently well for $x \rightarrow-\infty$. Since $\left(n_{j}\right)_{j}$ is bounded, and $\inf _{j} \operatorname{Re}\left(\alpha_{j}\right)>0$, it sufficient to show this for a single Jordan block $A_{j}$. The latter follows from the fact that

$$
\exp \left(A_{j} x\right)=\exp \left(\alpha_{j} x\right)\left(\begin{array}{ccc}
p_{j}^{(0)} & & p_{j}^{\left(n_{j}-1\right)} \\
& \ddots & \\
0 & & p_{j}^{(0)}
\end{array}\right)
$$

with polynomials $p_{j}^{(0)}=1, \ldots, p_{j}^{\left(n_{j}-1\right)}$ (compare (5.9) in the proof of Proposition 5.1.5).
Furthermore, the condition that $\left|f_{0}\left(\alpha_{j}\right)\right|$ be uniformly bounded implies that $f_{0}$ is holomorphic near $\operatorname{spec}(A)$.

By assumption, $0 \notin \operatorname{spec}(A)+\operatorname{spec}(\bar{A})$. Hence Proposition 2.3 .4 guarantees the existence of $\Phi_{A, \bar{A}}^{-1}(\bar{a} \otimes c) \in \mathcal{N}_{\frac{2}{3}}\left(E\left(\ell_{q}\left(n_{j}\right)\right)\right)$. We show that this operator is generated by the generalized infinite matrix $\left(\Gamma_{l}\left(c_{i}\right) C_{0, i j} \Gamma_{r}\left(\bar{a}_{j}\right)\right)_{i, j=1}^{\infty}$.

To this end we define the generalized diagonal operators

$$
\begin{array}{ll}
D_{1}: \quad E\left(\ell_{q}\left(n_{j}\right)\right) \longrightarrow \ell_{1}\left(\ell_{1}\left(n_{j}\right)\right) & \text { generated by }\left(\Gamma_{r}\left(a_{j}\right)\right)_{j}, \\
D_{2}: \quad \ell_{\infty}\left(\ell_{\infty}\left(n_{j}\right)\right) \longrightarrow E\left(\ell_{q}\left(n_{j}\right)\right) & \text { generated by }\left(\Gamma_{l}\left(c_{j}\right)\right)_{j} .
\end{array}
$$

Both operators are bounded, which is verified as follows:
First note that for $a_{j}=\left(a_{j}^{(\mu)}\right)_{\mu=1}^{n_{j}} \in \ell_{q^{\prime}}\left(n_{j}\right)$ we have $\Gamma_{r}\left(a_{j}\right)=\sum_{\mu=1}^{n_{j}} a_{j}^{(\mu)} N_{j}^{\mu-1}$, where $N_{j}$ is the nilpotent operator with 1 on the first off-diagonal as only non-vanishing entries. Thus $\left\|\Gamma_{r}\left(a_{j}\right)\right\| \leq \sum_{\mu=1}^{n_{j}}\left|a_{j}^{(\mu)}\right|=\left\|a_{j}\right\|_{1} \leq n_{j}^{1 / q}\left\|a_{j}\right\|_{q^{\prime}}\left(\frac{1}{q}+\frac{1}{q^{\prime}}=1\right)$, and we infer

$$
\begin{aligned}
\left\|D_{1} \xi\right\|_{\ell_{1}\left(\ell_{1}((n))\right.} & =\sum_{j}\left\|\Gamma_{r}\left(a_{j}\right) \xi_{j}\right\|_{1} \leq \sum_{j}\left\|\Gamma_{r}\left(a_{j}\right)\right\|\left\|\xi_{j}\right\|_{q} \\
& \leq\left(\sup _{j} n_{j}\right)^{1 / q} \sum_{j}\left\|a_{j}\right\|_{q^{\prime}}\left\|\xi_{j}\right\|_{q} \\
& \leq\left(\sup _{j} n_{j}\right)^{1 / q}\|a\|_{E^{\prime}\left(\ell_{q^{\prime}}\left(n_{j}\right)\right)}\|\xi\|_{E\left(\ell_{q}\left(n_{j}\right)\right)}
\end{aligned}
$$

by Hölder's inequality. Similarly, $\left\|\Gamma_{l}\left(c_{j}\right)\right\| \leq n_{j}^{1 / q^{\prime}}\left\|c_{j}\right\|_{q}$ and

$$
\begin{aligned}
\left\|D_{2} \xi\right\|_{E\left(\ell_{q}\left(n_{j}\right)\right)} & =\left\|\left(\left\|\Gamma_{l}\left(c_{j}\right) \xi_{j}\right\|_{q}\right)_{j}\right\|_{E} \leq\left(\sup _{j} n_{j}\right)^{1 / q^{\prime}}\left\|\left(\left\|c_{j}\right\|_{q}\left\|\xi_{j}\right\|_{\infty}\right)_{j}\right\|_{E} \\
& \leq\left(\sup _{j} n_{j}\right)^{1 / q^{\prime}}\left(\sup _{j}\left\|\xi_{j}\right\|_{\infty}\right)\left\|\left(\left\|c_{j}\right\|_{q}\right)_{j}\right\|_{E}
\end{aligned}
$$

$$
=\left(\sup _{j} n_{j}\right)^{1 / q^{\prime}}\|c\|_{E\left(\ell_{q}\left(n_{j}\right)\right)}\|\xi\|_{\ell_{\infty}\left(\ell_{\infty}\left(n_{j}\right)\right)} .
$$

Next, define $C_{0}$ as the operator generated by the generalized infinite matrix $\left(C_{0, i j}\right)_{i, j}$. Then $C_{0} \in \mathcal{L}\left(\ell_{1}\left(\ell_{1}\left(n_{j}\right)\right), \ell_{\infty}\left(\ell_{\infty}\left(n_{j}\right)\right)\right)$ by Lemma 7.5.2.

Set

$$
C:=D_{2} C_{0} \bar{D}_{1} \in \mathcal{L}\left(E\left(\ell_{q}\left(n_{j}\right)\right)\right) .
$$

Observe that $C$ is generated by the generalized infinite matrix $\left(\Gamma_{l}\left(c_{i}\right) C_{0, i j} \Gamma_{r}\left(\bar{a}_{j}\right)\right)_{i, j=1}^{\infty}$. Moreover, from $\Gamma_{l}\left(c_{i}\right) C_{0, i j} \Gamma_{r}\left(\bar{a}_{j}\right)=\Phi_{A_{i}, \bar{A}_{j}}^{-1}\left(\bar{a}_{j} \otimes c_{i}\right)$ it is straightforward to check that $C$ solves $A C+C \bar{A}=\bar{a} \otimes c$. By uniqueness of this solution, $C=\Phi_{A, \bar{A}}^{-1}(\bar{a} \otimes c)$.

Finally, the one-dimensional operator $a \otimes c$ is generated by the generalized infinite matrix

$$
\left(\Gamma_{l}\left(c_{i}\right)\left(e_{n_{j}}^{(1)} \otimes e_{n_{i}}^{(1)}\right) \Gamma_{r}\left(a_{j}\right)\right)_{i, j=1}^{\infty}
$$

because $\Gamma_{l}\left(c_{i}\right)\left(\epsilon_{n_{j}}^{(1)} \otimes e_{n_{i}}^{(1)}\right) \Gamma_{r}\left(a_{j}\right)=\left(\Gamma_{r}\left(a_{j}\right)^{\prime} \epsilon_{n_{j}}^{(1)}\right) \otimes\left(\Gamma_{l}\left(c_{i}\right) e_{n_{i}}^{(1)}\right)=a_{j} \otimes c_{i}$.
For later use we state that, in particular, $a \otimes c=D_{2}\left(e_{0} \otimes e_{0}\right) D_{1}$, where $\epsilon_{0}:=\left(e_{n_{j}}^{(1)}\right)_{j}$.
Now the assertion follows immediately by applying Theorem 7.1.7 with respect to the $\frac{2}{3}$-Banach operator ideal $\mathcal{N}_{\frac{2}{3}}$ of $\frac{2}{3}$-nuclear operators (see Lemma 7.1.2).

Remark 7.5.6. Note that again Theorem 7.5 .5 remains valid for any continuous determinant $\delta$ on a $p$-Banach operator ideal $\mathcal{A}, 0<p \leq 1$, with the property $\overline{\delta(I+T)}=\delta(I+\bar{T})$ for all $T \in \mathcal{A}(E)$ satisfying $\bar{T} \in \mathcal{A}(E)$.

### 7.5.3 Universal realization and regularity revisited

We round off the picture by providing also the universal realization of superposition of negatons and giving regularity conditions.

Theorem 7.5.7. Let $n_{j}, j \in \mathbb{N}$, be natural numbers with $\sup _{j} n_{j}<\infty$ and $\alpha=\left(\alpha_{j}\right)_{j} \in \ell_{\infty}$ be a bounded sequence with $\inf _{j} \operatorname{Re}\left(\alpha_{j}\right)>0$ and $\sup _{j}\left|f_{0}\left(\alpha_{j}\right)\right|<\infty$.

For $\widehat{L}_{i}(x, t), C_{0, i j}$ as given in (7.8), (7.9), respectively, define operators generated by the following generalized infinite matrices

$$
\begin{aligned}
L(x, t) & =\left(\widehat{L}_{i}(x, t) \Gamma_{l}\left(d_{i}\right) C_{0, i j}\right)_{i, j=1}^{\infty}, \\
L_{0}(x, t) & =\left(\widehat{L}_{i}(x, t) \Gamma_{l}\left(d_{i}\right)\left(e_{n_{j}}^{(1)} \otimes e_{n_{i}}^{(1)}\right)\right)_{i, j=1}^{\infty} .
\end{aligned}
$$

Then $L, L_{0} \in \mathcal{N}\left(\ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)\right)$ for all $0 \neq d=\left(d_{j}\right)_{j} \in \ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)$, and the same is true for the complex conjugate operators.

Moreover, $=1-P / p$, where

$$
P=\operatorname{det}_{\mathcal{N}}\left(\begin{array}{cc}
I & -L \\
L & I+\bar{L}_{0}
\end{array}\right), \quad p=\operatorname{det}_{\mathcal{N}}\left(\begin{array}{cc}
I & -L \\
L & I
\end{array}\right),
$$

is a solution of the $\mathbb{C}$-reduced AKNS system (4.5) on strips $\mathbb{R} \times\left(t_{1}, t_{2}\right)$ where the denominator $p$ does not vanish.

In addition, each solution of Theorem 7.5 .5 can be expressed explicitly in this way.

In the above statement $\operatorname{det}_{\mathcal{N}}$ denotes the unique continuous determinant on the Banach operator ideal $\mathcal{N}$ of nuclear operators restricted to the class of Banach spaces with approxmation property.

Proof As for the proof that $q$ is a solution of the $\mathbb{C}$-reduced AKNS system, we refer to Theorem 7.5.5 with the following modifications:

- The determinant $\operatorname{det}_{\mathcal{N}}$ on the nuclear component $\mathcal{N}\left(\ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)\right)$ is used, see Remark 7.5.6 and Lemma 7.1.2.
- The particular choice $d \in \ell_{1}\left(\ell_{1}\left(n_{j}\right)\right), e_{0}:=\left(e_{n_{j}}^{(1)}\right)_{j} \in \ell_{\infty}\left(\ell_{\infty}\left(n_{j}\right)\right)$ for the sequences is made.

Therefore, it only remains show that each solution of Theorem 7.5.5 can be expressed explicitly in this way. For concreteness we fix such a solution.

We start from the factorization of the operators $L, L_{0} \in \mathcal{N}\left(\ell_{q}\left(n_{j}\right)\right)$ in Theorem 7.5.5 as provided in the proof. Indeed, we have $L=\widehat{L} D_{2} C_{0} \bar{D}_{1}, L_{0}=\widehat{L} D_{2}\left(\epsilon_{0} \otimes \epsilon_{0}\right) D_{1}$, where $\widehat{L}=\operatorname{diag}\left\{\widehat{L}_{j} \mid j\right\}$ and all other ingredients are as defined in the proof of Theorem 7.5.5. Note that

$$
C_{0} \in \mathcal{N}_{\frac{2}{3}}\left(\ell_{1}\left(\ell_{1}\left(n_{j}\right)\right), \ell_{\infty}\left(\ell_{\infty}\left(n_{j}\right)\right)\right)
$$

as the unique solution of the equation $A X+X \widehat{A}=\epsilon_{0} \otimes \epsilon_{0}$, where $A \in \mathcal{L}\left(\ell_{\infty}\left(\ell_{\infty}\left(n_{j}\right)\right)\right)$, $\widehat{A} \in \mathcal{L}\left(\ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)\right)$ are the generalized diagonal operators generated by the sequences $\left(A_{j}\right)_{j}$, $\left(\bar{A}_{j}\right)_{j}$, respectively (see Proposition 2.3.4). Consequently the following operators are related

$$
\left(\begin{array}{cc}
0 & -L \\
\bar{L} & \bar{L}_{0}
\end{array}\right), \quad\left(\begin{array}{cc}
0 & -M \\
\bar{M} & \bar{M}_{0}
\end{array}\right)
$$

with $M_{0}=D_{1} \widehat{L} D_{2}\left(\epsilon_{0} \otimes \epsilon_{0}\right), M=D_{1} \widehat{L} D_{2} C_{0} \in \mathcal{N}_{\frac{2}{3}}\left(\ell_{1}\left(\ell_{1}\left(\left(n_{j}\right)\right)\right)\right.$ (This is verified as in the proof of Theorem 7.2.1). As a result,

$$
\operatorname{det}_{\lambda}\left(I+\left(\begin{array}{cc}
0 & -L \\
\bar{L} & \bar{L}_{0}
\end{array}\right)\right)=\operatorname{det}_{\lambda}\left(I+\left(\begin{array}{cc}
0 & -M \\
\bar{M} & \bar{M}_{0}
\end{array}\right)\right)
$$

$\operatorname{det}_{\lambda}$ denoting the spectral determinant on $\mathcal{N}_{\frac{2}{3}}$.
In the latter expression $\operatorname{det}_{\lambda}$ can be replaced by the nuclear determinant $\operatorname{det}_{\mathcal{N}}$ on the component $\mathcal{N}\left(\ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)\right)$, see Corollary 7.1.5.

Finally we observe that $M, M_{0}$ are of the form as required in the statement because $\Gamma_{r}\left(a_{j}\right) \Gamma_{l}\left(c_{j}\right)=\Gamma_{l}\left(d_{j}\right)$, where

$$
d_{j}=\left(\sum_{\kappa=1}^{n_{j}-\mu+1} a_{j}^{(\kappa)} c_{j}^{(\mu-1+\kappa)}\right)_{\mu=1}^{n_{j}}
$$

Since we have $\left\|d_{j}\right\|_{1} \leq \sum_{\mu, \kappa=1}^{n_{j}}\left|a_{j}^{(\mu)}\left\|c_{j}^{(\kappa)} \mid=\left(\sum_{\mu=1}^{n_{j}}\left|a_{j}^{(\mu)}\right|\right)\left(\sum_{\kappa=1}^{n_{j}}\left|c_{j}^{(\kappa)}\right|\right)=\right\| a_{j}\left\|_{1}\right\| c_{j} \|_{1}\right.$ $\leq n_{j}\left\|a_{j}\right\|_{q^{\prime}}\left\|c_{j}\right\|_{q}$, we infer $d \in \ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)$, again by Hölder's inequality.

Carrying out the same manipulations for the denominator $p$ of the solution, we complete the proof.

Finally, we prove global regularity also for countable superpositons of negatons.
Theorem 7.5.8. The solutions in Theorem 7.5.7 (and hence in Theorem 7.5.5) are defined and regular on all of $\mathbb{R}^{2}$.
Proof The proof is virtually the same as that of Theorem 7.3.2. The only difference is that we now approximate by finite superposition of negatons.

### 7.5.4 Again sharper results for the Nonlinear Schrödinger equation

In Section 7.4 we have seen that, for the Nonlinear Schrödinger equation, it is possible to construct countable superpositions even in the case that 0 is contained in $\operatorname{spec}(A)+\operatorname{spec}(\bar{A})$. The main ingredient in the proof was an appropriate factorization of the formal solution $C$ of the equation $A X+X \bar{A}=\bar{a} \otimes c$ to the effect that $C$ belongs to the quasi-Banach operator ideal $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}$.

To extend this result to negatons, we need the following counterpart of Lemma 7.4.1.
Lemma 7.5.9. Let $n_{j}, j \in \mathbb{N}$, be natural numbers with $\sup _{j} n_{j}<\infty$ and $\alpha=\left(\alpha_{j}\right)_{j} \in \ell_{\infty}$ a bounded sequence with $\operatorname{Re}\left(\alpha_{j}\right)>0 \forall j$.

Then the operator $\widetilde{C}_{0}: \ell_{1}\left(\ell_{1}\left(n_{j}\right)\right) \longrightarrow \ell_{\infty}\left(\ell_{\infty}\left(n_{j}\right)\right)$ generated by the generalized infinite matrix

$$
\widetilde{C}_{0}=\left(\operatorname{Re}\left(\alpha_{j}\right)^{n_{j}-\frac{1}{2}} \operatorname{Re}\left(\alpha_{j^{\prime}}\right)^{n_{j^{\prime}}-\frac{1}{2}} C_{0, j j^{\prime}}\right)_{j, j^{\prime}=1}^{\infty},
$$

with $C_{0, j j^{\prime}}$ as defined in (7.9), belongs to the quasi-Banach operator ideal $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}$.
The same statement holds for the complex conjugate operator $\overline{\widetilde{C}_{0}}$ of $\widetilde{C}_{0}$.
Proof We have to show that $\widetilde{C}_{0}$ factors through the Hilbert space $L_{2}[0, \infty)$. To this end, first observe the reformulation

$$
C_{0, j, j^{\prime}}=\left(\frac{1}{(\nu-1)!} \frac{\partial^{\nu-1}}{\partial \alpha_{j}^{\nu-1}} \frac{1}{(\mu-1)!} \frac{\partial^{\mu-1}}{\partial \bar{\alpha}_{j^{\prime}}^{\mu-1}} \frac{1}{\alpha_{j}+\bar{\alpha}_{j^{\prime}}}\right)_{\substack{\nu=1, \ldots, n_{j} \\ \mu=1, \ldots, n_{j^{\prime}}}} .
$$

From this reformulation we can more or less read off the factorization of $\widetilde{C}_{0}$.
Consider the operator $S: \ell_{1}\left(\ell_{1}\left(n_{j}\right)\right) \longrightarrow L_{2}[0, \infty)$ which is defined on the standard basis $\left\{e_{n_{j}}^{(\mu)} \mid \mu=1, \ldots, n_{j} ; j \in \mathbb{N}\right\}$ of $\ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)$ by

$$
S e_{n_{j}}^{(\mu)}=\overline{f_{j}^{(\mu)}} \quad \text { for } f_{j}^{(\mu)}(s)=\operatorname{Re}\left(\alpha_{j}\right)^{n_{j}-\frac{1}{2}} \frac{1}{(\mu-1)!} \frac{\partial^{\mu-1}}{\partial \alpha_{j}^{\mu-1}} \exp \left(-\alpha_{j} s\right) .
$$

Then

$$
\begin{aligned}
& \left\langle S^{\prime} S e_{n_{j}}^{(\mu)}, e_{n_{j}}^{(\nu)}\right\rangle=\left\langle S e_{n_{j}}^{(\mu)}, S e_{n_{j}}^{(\nu)}\right\rangle \\
& \quad=\int_{0}^{\infty} \frac{f_{j^{\prime}}^{(\mu)}(s)}{} f_{j}^{(\nu)}(s) d s \\
& \quad=\operatorname{Re}\left(\alpha_{j}\right)^{n_{j}-\frac{1}{2}} \operatorname{Re}\left(\alpha_{j^{\prime}}\right)^{n_{j^{\prime}}-\frac{1}{2}} \int_{0}^{\infty} \frac{1}{(\nu-1)!} \frac{\partial^{\nu-1}}{\partial \alpha_{j}^{\nu-1}} \frac{1}{(\mu-1)!} \frac{\partial^{\mu-1}}{\partial \bar{\alpha}_{j^{\prime}}^{\mu-1}} \exp \left(-\left(\alpha_{j}+\bar{\alpha}_{j^{\prime}}\right) s\right) d s \\
& \quad=\operatorname{Re}\left(\alpha_{j}\right)^{n_{j}-\frac{1}{2}} \operatorname{Re}\left(\alpha_{j^{\prime}}\right)^{n_{j^{\prime}}-\frac{1}{2}} \frac{1}{(\nu-1)!} \frac{\partial^{\nu-1}}{\partial \alpha_{j}^{\nu-1}} \frac{1}{(\mu-1)!} \frac{\partial^{\mu-1}}{\partial \bar{\alpha}_{j^{\prime}}^{\mu-1}} \frac{1}{\alpha_{j}+\bar{\alpha}_{j^{\prime}}} \\
& \quad=\left\langle\widetilde{C}_{0} e_{n_{j^{\prime}}}^{(\mu)}, e_{n_{j}}^{(\nu)}\right\rangle .
\end{aligned}
$$

Thus we have shown $\widetilde{C}_{0}=S^{\prime} S$.
It remains to prove that $S$ is a bounded operator. Using the definition of $\widetilde{C}_{0}$ together with (7.9), we get

$$
\begin{aligned}
& \left\|f_{j}^{(\mu)}\right\|_{L_{2}[0, \infty)}^{2}=\left\langle\widetilde{C}_{0} e_{n_{j}}^{(\mu)}, e_{n_{j}}^{(\mu)}\right\rangle \\
& \quad=\left(\operatorname{Re}\left(\alpha_{j}\right)\right)^{2 n_{j}-1}\binom{2 \mu-2}{\mu-1}\left(\frac{1}{\alpha_{j}+\bar{\alpha}_{j}}\right)^{2 \mu-1}
\end{aligned}
$$

$$
\begin{aligned}
& =\left(\operatorname{Re}\left(\alpha_{j}\right)\right)^{2\left(n_{j}-\mu\right)}\binom{2 \mu-2}{\mu-1}\left(\frac{1}{2}\right)^{2 \mu-1} \\
& \leq \frac{1}{2}\left(2 n_{j}-2\right)!\max \left(1,\left|\alpha_{j}\right|\right)^{2 n_{j}-2}
\end{aligned}
$$

Because $\sup _{j} n_{j}<\infty$ and $\left(\alpha_{j}\right)_{j}$ is a bounded sequence, there is a constant $c>0$ such that $\left\|f_{j}^{(\mu)}\right\|_{L_{2}[0, \infty)}<c$ for all $j$. Thus we observe

$$
\begin{aligned}
\|S \xi\|_{L_{2}[0, \infty)} & =\left\|\sum_{j=1}^{\infty} \sum_{\mu=1}^{n_{j}} \xi_{j}^{(\mu)} f_{j}^{(\mu)}\right\|_{L_{2}[0, \infty)} \leq \sum_{j=1}^{\infty} \sum_{\mu=1}^{n_{j}}\left|\xi_{j}^{(\mu)}\right|\left\|f_{j}^{(\mu)}\right\|_{L_{2}[0, \infty)} \\
& \leq c \sum_{j=1}^{\infty} \sum_{\mu=1}^{n_{j}}\left|\xi_{j}^{(\mu)}\right|=c\|\xi\|_{\ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)}
\end{aligned}
$$

and $S$ is bounded.
As for the complex conjugate operator $\overline{\widetilde{C}_{0}}$ of $\widetilde{C}_{0}$, a factorization $\overline{\widetilde{C}_{0}}=R^{\prime} R$ through $L_{2}[0, \infty)$ is obtained via $R: \ell_{1}\left(\ell_{1}\left(n_{j}\right)\right) \rightarrow L_{2}[0, \infty)$ given by $R e_{n_{j}}^{(\mu)}=f_{j}^{(\mu)}$ with $f_{j}^{(\mu)}$ as above.

The extension of Theorem 7.4.2 for negatons reads as follows.
Theorem 7.5.10. Let $n_{j}, j \in \mathbb{N}$, be natural numbers with $\sup _{j} n_{j}<\infty$ and $\alpha=\left(\alpha_{j}\right)_{j} \in \ell_{\infty}$ be a bounded sequence with $\operatorname{Re}\left(\alpha_{j}\right)>0 \forall j$.

For $\widehat{L}_{j}(x, t), C_{0, j j^{\prime}}$ as given in (7.8) with $f_{0}(z)=-\mathrm{i} z^{2},(7.9)$, respectively, define operators generated by the following generalized infinite matrices

$$
\begin{aligned}
L(x, t) & =\left(\widehat{L}_{j}(x, t) \Gamma_{l}\left(c_{j}\right) C_{0, j j^{\prime}} \Gamma_{r}\left(\bar{a}_{j^{\prime}}\right)\right)_{j, j^{\prime}=1}^{\infty} \\
L_{0}(x, t) & =\left(\widehat{L}_{j}(x, t) \Gamma_{l}\left(c_{j}\right)\left(e_{n_{j^{\prime}}}^{(1)} \otimes e_{n_{j}}^{(1)}\right) \Gamma_{r}\left(a_{j^{\prime}}\right)\right)_{j, j^{\prime}=1}^{\infty}
\end{aligned}
$$

Then $L, L_{0} \in \mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}\left(E\left(\ell_{q}\left(n_{j}\right)\right)\right)$ for all $c=\left(c_{j}\right)_{j}, 0 \neq a=\left(a_{j}\right)_{j}$ with $\left(c_{j} /{\sqrt{\operatorname{Re}\left(\alpha_{j}\right)}}^{2 n_{j}-1}\right)_{j} \in$ $E\left(\ell_{q}\left(n_{j}\right)\right),\left(a_{j} /{\sqrt{\operatorname{Re}\left(\alpha_{j}\right)}}^{2 n_{j}-1}\right)_{j} \in E\left(\ell_{q}\left(n_{j}\right)\right)^{\prime}$, and the same is true for the complex conjugate operators.

Moreover, $q=1-P / p$, where

$$
P=\operatorname{det}_{\lambda}\left(\begin{array}{cc}
I & -L \\
L & I+\bar{L}_{0}
\end{array}\right), \quad p=\operatorname{det}_{\lambda}\left(\begin{array}{cc}
I & -L \\
L & I
\end{array}\right),
$$

is a solution of the Nonlinear Schrödinger equation (1.5) wherever the denominator $p$ does not vanish.

In the above statement $\operatorname{det}_{\lambda}$ denotes the continuous and spectral determinant on the quasiBanach operator ideal $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}$.

Proof Let us introduce the generalized diagonal operators

$$
\begin{array}{ll}
D_{1}: \quad E\left(\ell_{q}\left(n_{j}\right)\right) \rightarrow \ell_{1}\left(\ell_{1}\left(n_{j}\right)\right) \quad \text { generated by }\left(\Gamma_{r}\left(a_{j} /{\sqrt{\operatorname{Re}\left(\alpha_{j}\right)}}^{2 n_{j}-1}\right)\right)_{j}, \\
D_{2}: \quad \ell_{\infty}\left(\ell_{\infty}\left(n_{j}\right)\right) \rightarrow E\left(\ell_{q}\left(n_{j}\right)\right) \quad \text { generated by }\left(\Gamma _ { l } \left(c_{j} /{\left.\left.\left.\sqrt{\operatorname{Re}\left(\alpha_{j}\right.}\right)^{2 n_{j}-1}\right)\right)_{j}}^{2} .\right.\right.
\end{array}
$$

Both operators are bounded which is shown precisely as in the proof of Theorem 7.5.5 with regard to the fact that $\left(a_{j} /{\sqrt{\operatorname{Re}\left(\alpha_{j}\right)}}^{2 n_{j}-1}\right)_{j} \in E\left(\ell_{q}\left(n_{j}\right)\right)^{\prime},\left(c_{j} /{\sqrt{\operatorname{Re}\left(\alpha_{j}\right)}}^{2 n_{j}-1}\right)_{j} \in E\left(\ell_{q}\left(n_{j}\right)\right)$. By Lemma 7.5.9, we observe that

$$
C:=D_{2} \widetilde{C}_{0} \bar{D}_{1} \in \mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}\left(E\left(\ell_{q}\left(n_{j}\right)\right)\right) .
$$

Moreover, because $\Gamma_{l}\left(c_{j} /{\sqrt{\operatorname{Re}\left(\alpha_{j}\right)}}^{2 n_{j}-1}\right)=\operatorname{Re}\left(\alpha_{j}\right)^{n_{j}-\frac{1}{2}} \Gamma_{l}\left(c_{j}\right)$, we easily see that $C$ is generated by the generalized infinite matrix

$$
C=\left(\Gamma_{l}\left(c_{j}\right) C_{0, j j^{\prime}} \Gamma_{r}\left(a_{j^{\prime}}\right)\right)_{j, j^{\prime}=1}^{\infty} .
$$

This in turn shows that $C$ satisfies the equation $A X+X \bar{A}=\bar{a} \otimes c$.
Similarly, $\bar{C} \in \mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}\left(E\left(\ell_{q}\left(n_{j}\right)\right)\right)$ solves the equation $\bar{A} X+X A=a \otimes \bar{c}$.
For later use let us also remark the following factorization for the one-dimensional operator $a \otimes c$. It holds

$$
a \otimes c=D_{2}\left(\widetilde{e}_{0} \otimes \tilde{e}_{0}\right) D_{1}
$$

with the vector $\widetilde{\epsilon}_{0}=\left(\sqrt{\operatorname{Re}\left(\alpha_{j}\right)}{ }^{2 n_{j}-1} e_{n_{j}}^{(1)}\right)_{j}$. This can be checked blockwise for the generating infinite matrices by

$$
\begin{aligned}
& \Gamma_{l}\left(c_{j} /{\sqrt{\operatorname{Re}\left(\alpha_{j}\right)}}^{2 n_{j}-1}\right)\left({\sqrt{\operatorname{Re}\left(\alpha_{j^{\prime}}\right)}}^{2 n_{j^{\prime}}-1} e_{n_{j^{\prime}}}^{(1)} \otimes{\sqrt{\operatorname{Re}\left(\alpha_{j}\right)}}^{2 n_{j}-1} e_{n_{j}}^{(1)}\right) \Gamma_{r}\left(a_{j^{\prime}} /{\sqrt{\operatorname{Re}\left(\alpha_{j^{\prime}}\right.}}^{2 n_{j^{\prime}}-1}\right)= \\
& \quad=\Gamma_{l}\left(c_{j}\right)\left(e_{n_{j^{\prime}}}^{(1)} \otimes e_{n_{j}}^{(1)}\right) \Gamma_{r}\left(a_{j^{\prime}}\right)=\left(\Gamma_{r}\left(a_{j^{\prime}}\right)^{\prime} e_{n_{j^{\prime}}}^{(1)}\right) \otimes\left(\Gamma_{l}\left(c_{j}\right) e_{n_{j}}^{(1)}\right)=a_{j^{\prime}} \otimes c_{j} .
\end{aligned}
$$

Now the assertion follows by applying Theorem 7.1.8 with respect to the quasi-Banach operator ideal $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}$ of operators factorizing through an $L_{1}$-space, a Hilbert space, and an $L_{\infty}$-space (see Lemma 7.1.2).

Next we give the counterpart of the universal realization in Theorem 7.5.7 for superpositions of negatons with the the weaker growth condition.

Theorem 7.5.11. Let $n_{j}, j \in \mathbb{N}$, be natural numbers with $\sup _{j} n_{j}<\infty$ and $\alpha=\left(\alpha_{j}\right)_{j} \in \ell_{\infty}$ be a bounded sequence with $\operatorname{Re}\left(\alpha_{j}\right)>0$ for all $j$.

For $\widehat{L}_{j}(x, t), C_{0, j j^{\prime}}$ as given in (7.8) with $f_{0}(z)=-\mathrm{i} z^{2},(7.9)$, respectively, define operators generated by the following generalized infinite matrices

$$
\begin{aligned}
L(x, t) & =\left(\gamma_{j j^{\prime}} \widehat{L}_{j}(x, t) \Gamma_{l}\left(d_{j}\right) C_{0, j j^{\prime}}\right)_{j, j^{\prime}=1}^{\infty}, \\
L_{0}(x, t) & =\left(\gamma_{j j^{\prime}} \widehat{L}_{j}(x, t) \Gamma_{l}\left(d_{j}\right)\left(e_{n_{j^{\prime}}}^{(1)} \otimes e_{n_{j}}^{(1)}\right)\right)_{j, j^{\prime}=1}^{\infty}, \quad \gamma_{j j^{\prime}}:=\frac{\operatorname{Re}\left(\alpha_{j}\right)^{n_{j^{\prime}}-\frac{1}{2}}}{\operatorname{Re}\left(\alpha_{j}\right)^{n_{j}-\frac{1}{2}}} .
\end{aligned}
$$

Then $L, L_{0} \in \mathcal{N}\left(\ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)\right)$ for all $0 \neq d=\left(d_{j}\right)_{j}$ with $\left(d_{j} / \operatorname{Re}\left(\alpha_{j}\right)^{2 n_{j}-1}\right)_{j} \in \ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)$, and the same is true for the complex conjugate operators.

Moreover, $q=1-P / p$, where

$$
P=\operatorname{det}_{\mathcal{N}}\left(\begin{array}{cc}
I & -L \\
L & I+\bar{L}_{0}
\end{array}\right), \quad p=\operatorname{det}_{\mathcal{N}}\left(\begin{array}{cc}
I & -L \\
L & I
\end{array}\right)
$$

is a solution of the Nonlinear Schrödinger equation (1.5) wherever the denominator $p$ does not vanish.

In addition, each solution of Theorem 7.5 .10 can be expressed explicitly in this way.
In the above statement $\operatorname{det}_{\mathcal{N}}$ denotes the unique continuous determinant on the Banach operator ideal $\mathcal{N}$ of nuclear operators restricted to the class of Banach spaces with approximation property.

Remark 7.5.12. a) It should be stressed that the role of the factors $\gamma_{j j^{\prime}}$ is to ensure nuclearity of the operator

$$
\left(\begin{array}{cc}
0 & -L \\
\bar{L} & \bar{L}_{0}
\end{array}\right)
$$

Once this is valid, they actually cancel in the evaluation of the nuclear determinant, because this can be done by taking the limit of finite-dimensional determinants, see (7.1).
b) If we want to get rid of the factors $\gamma_{j j^{\prime}}$ in the solution formula, we need a sharper condition on the sequence $d$, confer Proposition 7.5.13.

Proof First we show that $q$ solves the Nonlinear Schrödinger equation. Application of Theorem 7.5.10 with $\left(c_{j}\right)_{j}=\left(d_{j} / \operatorname{Re}\left(\alpha_{j}\right)^{n_{j}-\frac{1}{2}}\right)_{j} \in \ell_{1}\left(\ell_{1}\left(n_{j}\right)\right),\left(a_{j}\right)_{j}=\left(e_{n_{j}}^{(1)} \cdot \operatorname{Re}\left(\alpha_{j}\right)^{n_{j}-\frac{1}{2}}\right)_{j} \in$ $\ell_{\infty}\left(\ell_{\infty}\left(n_{j}\right)\right)$ yields the solution property of $q$ expressed in terms of the determinant $\operatorname{det}_{\lambda}$ on the component $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}\left(\ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)\right)$. By Lemma 7.1.5, we can use the nuclear determinant $\operatorname{det}_{\mathcal{N}}$ on the component $\mathcal{N}\left(\ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)\right.$ instead.

Thus it remains to show that each solution of Theorem 7.5 .10 can be expressed explicitly in this way. For concreteness fix such a solution. We start from the factorization of the operators $L, L_{0} \in \mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}\left(E\left(\ell_{q}\left(n_{j}\right)\right)\right)$ as provided in the proof. Indeed we have $L=\widehat{L} D_{2} \widetilde{C}_{0} \bar{D}_{1}, L_{0}=\widehat{L} D_{1}\left(\widetilde{e}_{0} \otimes \widetilde{\epsilon}_{0}\right) D_{1}$, where $\widehat{L}=\operatorname{diag}\left\{\widehat{L}_{j} \mid j\right\}$ and all other ingredients are defined in the proof of Theorem 7.5.10. Recall in particular

$$
\widetilde{C}_{0} \in \mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}\left(\ell_{1}\left(\ell_{1}\left(n_{j}\right)\right), \ell_{\infty}\left(\ell_{\infty}\left(n_{j}\right)\right)\right) .
$$

Thus, the following operators are related

$$
\left(\begin{array}{cc}
0 & -L \\
\bar{L} & \bar{L}_{0}
\end{array}\right), \quad\left(\begin{array}{cc}
0 & -M \\
\bar{M} & \bar{M}_{0}
\end{array}\right)
$$

with $M_{0}=D_{1} \widehat{L} D_{2}\left(\widetilde{e}_{0} \otimes \widetilde{e}_{0}\right), M=D_{1} \widehat{L} D_{2} \widetilde{C}_{0} \in \mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}\left(\ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)\right)$. Hence, by the principle of related operators

$$
\operatorname{det}_{\lambda}\left(I+\left(\begin{array}{cc}
0 & -L \\
L & \bar{L}_{0}
\end{array}\right)\right)=\operatorname{det}_{\lambda}\left(I+\left(\begin{array}{cc}
0 & -M \\
M & \bar{M}_{0}
\end{array}\right)\right)
$$

$\operatorname{det}_{\lambda}$ denoting the spectral determinant on $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}$.
In the latter expression $\operatorname{det}_{\lambda}$ can be replaced by the nuclear determinant $\operatorname{det}_{\mathcal{N}}$ on the component $\mathcal{N}\left(\ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)\right)$, see Corollary 7.1.5.

Finally we observe that $M, M_{0}$ are of the form as required in the statement because $\Gamma_{r}\left(a_{j}\right) \Gamma_{l}\left(c_{j}\right)=\Gamma_{l}\left(d_{j}\right)$, where

$$
d_{j}=\left(\sum_{\kappa=1}^{n_{j}-\mu+1} a_{j}^{(\kappa)} c_{j}^{(\mu-1+\kappa)}\right)_{\mu=1}^{n_{j}} .
$$

To check $\left(d_{j} / \operatorname{Re}\left(\alpha_{j}\right)^{2 n_{j}-1}\right)_{i} \in \ell_{1}\left(\ell_{1}\left(n_{j}\right) n\right)$, we need the simple estimate

$$
\begin{aligned}
& \left\|d_{j} / \operatorname{Re}\left(\alpha_{j}\right)^{2 n_{j}-1}\right\|_{1} \leq\left(\sum_{\mu, \kappa=1}^{n_{i}}\left|a_{i}^{(\mu)} \| c_{i}^{(\kappa)}\right|\right) \operatorname{Re}\left(\alpha_{i}\right)^{2 n_{i}-1} \\
& =\left\|a_{j} /{\sqrt{\operatorname{Re}\left(\alpha_{j}\right)}}^{2 n_{j}-1}\right\|_{1}\left\|c_{j} /{\sqrt{\operatorname{Re}\left(\alpha_{j}\right)}}^{2 n_{j}-1}\right\|_{1} \\
& \leq n_{j}\left\|a_{i} /{\sqrt{\operatorname{Re}\left(\alpha_{i}\right)}}^{2 n_{i}-1}\right\|_{q^{\prime}}\left\|c_{i} /{\sqrt{\operatorname{Re}\left(\alpha_{i}\right)}}^{2 n_{i}-1}\right\|_{q},
\end{aligned}
$$

and then apply Hölder's inequality again.
Carrying out the same manipulations for the denominator $p$ of the solution, we complete the proof.

Proposition 7.5.13. Let $n_{j}, j \in \mathbb{N}$, be natural numbers with $n_{0}:=\sup _{j} n_{j}<\infty$ and $\alpha=\left(\alpha_{j}\right)_{j} \in \ell_{\infty}$ be a bounded sequence with $\operatorname{Re}\left(\alpha_{j}\right)>0$ for all $j$.

For $\hat{L}_{j}(x, t), C_{0, j j^{\prime}}$ as given in (7.8) with $f_{0}(z)=-\mathrm{i} z^{2},(7.9)$, respectively, we define operators generated by the following generalized infinite matrices

$$
\begin{aligned}
L(x, t) & =\left(\widehat{L}_{j}(x, t) \Gamma_{l}\left(d_{j}\right) C_{0, j j^{\prime}}\right)_{j, j^{\prime}=1}^{\infty} \\
L_{0}(x, t) & =\left(\widehat{L}_{j}(x, t) \Gamma_{l}\left(d_{j}\right)\left(e_{n_{j^{\prime}}}^{(1)} \otimes e_{n_{j}}^{(1)}\right)\right)_{j, j^{\prime}=1}^{\infty}
\end{aligned}
$$

Then $L, L_{0} \in \mathcal{N}\left(\ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)\right)$ for all $0 \neq d=\left(d_{i}\right)_{i}$ with $\left(d_{j} / \operatorname{Re}\left(\alpha_{j}\right)^{2 n_{0}-1}\right)_{j} \in \ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)$, and the same is true for the complex conjugate operators.

Moreover, $q=1-P / p$, where

$$
P=\operatorname{det}_{\mathcal{N}}\left(\begin{array}{cc}
I & -L \\
L & I+\bar{L}_{0}
\end{array}\right), \quad p=\operatorname{det}_{\mathcal{N}}\left(\begin{array}{cc}
I & -L \\
L & I
\end{array}\right)
$$

is a solution of the Nonlinear Schrödinger equation (1.5) wherever the denominator $p$ does not vanish.

Proof To show that $q$ solves the Nonlinear Schrödinger equation, consider the operator $C: \ell_{1}\left(\ell_{1}\left(n_{j}\right)\right) \longrightarrow \ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)$ generated by the generalized infinite matrix

$$
C=\left(\Gamma_{l}\left(d_{j}\right) C_{0, j j^{\prime}}\right)_{j, j^{\prime}=1}^{\infty} .
$$

Our first aim is to show $C \in \mathcal{N}\left(\ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)\right)$.
Observe

$$
\Gamma_{l}\left(d_{j}\right) C_{0, j j^{\prime}}=\left(\sum_{\kappa=1}^{n_{j}-\nu+1} d_{j}^{(\kappa+\nu-1)} c_{0, j j^{\prime}}^{(\kappa \mu)}\right)_{\substack{\nu=1, \ldots, n_{j} \\ \mu=1, \ldots, n_{j} j^{\prime}}},
$$

where $c_{0, j j^{\prime}}^{(\nu \mu)}$ abbreviates the $(\nu \mu)$-th entry of $C_{0, j j^{\prime}}$ as given in (7.9). Thus, by (7.9) and the obvious estimate $\left|\alpha_{j}+\bar{\alpha}_{j^{\prime}}\right| \geq \operatorname{Re}\left(\alpha_{j}\right) \forall j$ (recall $\operatorname{Re}\left(\alpha_{j}\right)>0 \forall j$ by assumption), we infer

$$
\begin{aligned}
& \operatorname{Re}\left(\alpha_{j}\right)^{2 n_{0}-1}\left|c_{0, j j^{\prime}}^{(\nu \mu)}\right| \leq\binom{\nu+\mu-2}{\nu-1} \operatorname{Re}\left(\alpha_{j}\right)^{\left(n_{0}-\nu\right)+\left(n_{0}-\mu\right)} \\
& \quad \leq\left(n_{j}+n_{j^{\prime}}-2\right)!\max \left(1,\left|\alpha_{j}\right|\right)^{2 n_{0}-2} \\
& \quad \leq\left(2 n_{0}-2\right)!\max \left(1,\|\alpha\|_{\infty}\right)^{2 n_{0}-2}=: c
\end{aligned}
$$

for all $\nu=1, \ldots, n_{j}, \mu=1, \ldots, n_{j^{\prime}}$.
Therefore,

$$
\begin{aligned}
\left|\sum_{\kappa=1}^{n_{j}-\nu+1} d_{j}^{(\kappa+\nu-1)} c_{0, j j}^{(\kappa \mu)}\right| & \leq c \sum_{\kappa=1}^{n_{j}-\nu+1}\left|d_{j}^{(\kappa+\nu-1)}\right| / \operatorname{Re}\left(\alpha_{j}\right)^{2 n_{0}-1} \\
& \leq c\left\|d_{j}\right\|_{1} / \operatorname{Re}\left(\alpha_{j}\right)^{2 n_{0}-1}
\end{aligned}
$$

Therefore, abbreviating the $(\nu \mu)$-th entry of the $\left(j j^{\prime}\right)$-th block of $C$ by $c_{j j^{\prime}}^{(\nu \mu)}$ as above, the nuclear norm of $C$ can by calculated as

$$
\left\|C\left|\mathcal{N} \|=\sum_{j=1}^{\infty} \sum_{\nu=1}^{n_{j}} \sup _{j^{\prime} \in \mathbb{N} \mu=1, \ldots, n_{j^{\prime}}} \sup _{j j^{\prime}}\right|\right.
$$

$$
\begin{aligned}
& =\sum_{j=1}^{\infty} \sum_{\nu=1}^{n_{j}} \sup _{j^{\prime} \in \mathbb{N} \mu=1, \ldots, n_{j^{\prime}}}\left|\sum_{\kappa=1}^{n_{j}-\nu+1} d_{j}^{(\kappa+\nu-1)} c_{0, j j^{\prime}}^{(\kappa \mu)}\right| \\
& \leq c \sum_{j=1}^{\infty} n_{j}\left\|d_{j}\right\|_{1} / \operatorname{Re}\left(\alpha_{j}\right)^{2 n_{0}-1} \\
& \leq c n_{0}\left\|\left(d_{j} / \operatorname{Re}\left(\alpha_{j}\right)^{2 n_{0}-1}\right)_{j}\right\|_{\ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)}<\infty .
\end{aligned}
$$

Thus $C$ is indeed nuclear.
It is straightforward to verify that $C$ solves the equation $A X+X \bar{A}=\epsilon_{0} \otimes d$ for $\epsilon_{0}=\left(e_{n_{j}}^{(1)}\right)_{j} \in \ell_{\infty}\left(\ell_{\infty}\left(n_{j}\right)\right), d=\left(d_{j}\right)_{j} \in \ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)$ (here we have used $\left(\alpha_{j}\right)_{j} \in \ell_{\infty}$, $\left(d_{j} / \operatorname{Re}\left(\alpha_{j}\right)^{2 n_{j}-1}\right)_{j} \in \ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)$, and $n_{j} \leq n_{0}$ for all $\left.j\right)$.

Thus the assertion follows by applying Theorem 7.1.8 with respect to the nuclear determinant $\operatorname{det}_{\mathcal{N}}$ on $\ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)$ (see Lemma 7.1.2).

Again we have global regularity of the solutions constructed so far.
Theorem 7.5.14. The solutions in Theorem 7.5.11 (and hence in Theorem 7.5.10) and Proposition 7.5.13 are defined and regular on all of $\mathbb{R}^{2}$.

### 7.6 Countable superpositions for the $\mathbb{R}$-reduced AKNS system, and the modified Korteweg-de Vries equation

In the last section we turn to the $\mathbb{R}$-reduced AKNS system. First we prove the basic solution formulas for the $\mathbb{R}$-reduced AKNS system, as well as an ameliorated version for the modified Korteweg-de Vries equation. Note that these formulas are considerably simpler than the ones used for the $\mathbb{C}$-reductions. Moreover, due to the fact that the relation $r=-q$ can already be realized on the abstract operator level, the concept of the complex conjugate operator is superfluous for the $\mathbb{R}$-reduced AKNS system.

Finally, we briefly outline the results on countable superpositions, including regularity and reality conditions. It should be emphasized that these conditions are general enough to include not only the usual solitons but also breathers into the countable superpositions.

### 7.6.1 Basic solution formulas

We start with the solution formula for the $\mathbb{R}$-reduced AKNS system in general, which is valid for generating operators $A$ on sequence spaces. It is an immediate consequence of Theorem 2.5.1 and reads as follows.

Theorem 7.6.1. Let $E$ be a classical sequence space and $\mathcal{A}$ a p-Banach operator ideal $(0<p \leq 1)$ with a continuous determinant $\delta$.

Let $A \in \mathcal{L}(E)$ with $0 \notin \operatorname{spec}(A)+\operatorname{spec}(A)$, let $\operatorname{spec}(A)$ be contained in the domain where $f_{0}$ is holomorphic, and assume that $\exp (A x)$ behaves sufficiently well for $x \rightarrow-\infty$. Then the operator-function

$$
L(x, t)=\exp \left(A x+f_{0}(A) t\right) \Phi_{A, A}^{-1}(a \otimes c)
$$

belongs to $\mathcal{A}$ for arbitrary $0 \neq a \in E^{\prime}, c \in E$.
Moreover,

$$
q=\mathrm{i} \frac{\partial}{\partial x} \log \frac{\delta(I-\mathrm{i} L)}{\delta(I+\mathrm{i} L)}
$$

solves the $\mathbb{R}$-reduced AKNS system (4.6) on every strip $\mathbb{R} \times\left(t_{1}, t_{2}\right)$ on which both determinants do not vanish.

As for the modified Korteweg-de Vries equation, we will build on the following ameliorated solution formula which is an immediate consequence of Proposition 2.6.2.

Theorem 7.6.2. Let $E$ be a classical sequence space and $\mathcal{A}$ a quasi-Banach operator ideal with a continuous determinant $\delta$.

Let $A \in \mathcal{L}(E)$, and let $0 \neq a \in E^{\prime}, c \in E$ be given. Assume that there exists $C \in \mathcal{A}(E)$ such that $A C+C A=a \otimes c$. Then the operator-function

$$
L(x, t)=\exp \left(A x-A^{3} t\right) C,
$$

belongs to $\mathcal{A}$, and

$$
q=\mathrm{i} \frac{\partial}{\partial x} \log \frac{\delta(I-\mathrm{i} L)}{\delta(I+\mathrm{i} L)}
$$

solves the modified Korteweg-de Vries equation (1.6) wherever both determinants do not vanish.

### 7.6.2 Review of the results

Let us start with the construction of countable superpositions of negatons for the $\mathbb{R}$-reduced AKNS system.

To this end we adapt the material on negatons according to the situation at hand. Here the essential building blocks are

$$
\begin{align*}
\widehat{L}_{i}(x, t):= & \Gamma_{r}\left(\ell_{i}(x, t)\right)  \tag{7.10}\\
& \text { for the vector } \ell_{i}(x, t)=\left(\frac{1}{(\nu-1)!} \frac{\partial^{\nu-1}}{\partial \alpha_{i}^{\nu-1}} \exp \left(\alpha_{i} x+f_{0}\left(\alpha_{i}\right) t\right)\right)_{\nu=1}^{n_{i}}
\end{align*}
$$

as before, and

$$
\begin{equation*}
C_{0, i j}:=\left((-1)^{\nu+\mu}\binom{\nu+\mu-2}{\mu-1}\left(\frac{1}{\alpha_{i}+\alpha}\right)^{\nu+\mu-1}\right)_{\substack{\nu=1, \ldots, n_{i} \\ \mu=1, \ldots, n_{j}}} \tag{7.11}
\end{equation*}
$$

Note that in the latter expression complex conjugate terms are absent.
The following theorem sums up the result on countable superpositions of negatons for the $\mathbb{R}$-reduction as a whole. It also gives the corresponding universal realization.

Theorem 7.6.3. Let $n_{j}, j \in \mathbb{N}$, be natural numbers with $\sup _{j} n_{j}<\infty$ and $\alpha=\left(\alpha_{j}\right)_{j} \in \ell_{\infty}$ be a bounded sequence with $\inf _{j} \operatorname{Re}\left(\alpha_{j}\right)>0$ and $\sup _{j}\left|f_{0}\left(\alpha_{j}\right)\right|<\infty$.
a) Then, for $\widehat{L}_{i}(x, t), C_{0, i j}$ as given in (7.10), (7.11), respectively, the operator generated by the generalized infinite matrix

$$
\begin{equation*}
L(x, t)=\left(\widehat{L}_{i}(x, t) \Gamma_{l}\left(c_{i}\right) C_{0, i j} \Gamma_{r}\left(a_{j}\right)\right)_{i, j=1}^{\infty} \tag{7.12}
\end{equation*}
$$

belongs to the component $\mathcal{N}_{\frac{2}{3}}\left(E\left(\ell_{q}\left(n_{j}\right)\right)\right)$ of the $\frac{2}{3}$-Banach operator ideal $\mathcal{N}_{\frac{2}{3}}$ for all sequences $c=\left(c_{j}\right)_{j} \in E\left(\ell_{q}\left(n_{j}\right)\right), a=\left(a_{j}\right)_{j} \in E\left(\ell_{q}\left(n_{j}\right)\right)^{\prime}$. Moreover

$$
\begin{equation*}
q=\mathrm{i} \frac{\partial}{\partial x} \log \frac{\operatorname{det}_{\lambda}(I-\mathrm{i} L)}{\operatorname{det}_{\lambda}(I+\mathrm{i} L)} \tag{7.13}
\end{equation*}
$$

is a solution of the $\mathbb{R}$-reduced AKNS system (4.6) on strips $\mathbb{R} \times\left(t_{1}, t_{2}\right)$ where both determinants $\operatorname{det}_{\lambda}(I \pm \mathrm{i} L)$ do not vanish.
b) Each of the solutions in a) can be expressed explicitly in the form

$$
q=\mathrm{i} \frac{\partial}{\partial x} \log \frac{\operatorname{det}_{\mathcal{N}}(I-\mathrm{i} M)}{\operatorname{det}_{\mathcal{N}}(I+\mathrm{i} M)},
$$

where the operator $M=M(x, t) \in \mathcal{N}\left(\ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)\right)$ is generated by the special generalized infinite matrix

$$
M(x, t)=\left(\widehat{L}_{i}(x, t) \Gamma_{l}\left(d_{i}\right) C_{0, i j}\right)_{i, j=1}^{\infty},
$$

and we have $0 \neq d=\left(d_{j}\right)_{j} \in \ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)$.
In the above statement det ${ }_{\lambda}$ denotes the spectral determinant on the $\frac{2}{3}$-Banach operator ideal $\mathcal{N}_{\frac{2}{3}}$, and $\operatorname{det}_{\mathcal{N}}$ is the nuclear determinant on the component $\mathcal{N}\left(\ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)\right)$.

Countable superpositions of solitons are comprised in Theorem 7.6.3 in the particular case $n_{j}=1$ for all $j$. In this case, the operator (7.12) becomes

$$
L(x, t)=\left(\frac{a_{j} c_{i}}{\alpha_{i}+\alpha_{j}} \exp \left(\alpha_{i} x+f_{0}\left(\alpha_{i}\right) t\right)\right)_{i, j=1}^{\infty}
$$

where $a=\left(a_{j}\right)_{j}, c=\left(c_{j}\right)_{j}$ now are ordinary sequences.
We round off the picture by providing the sharpened result for the modified Korteweg-de Vries equation, and give again its universal realization.
Theorem 7.6.4. Let $n_{j}, j \in \mathbb{N}$, be natural numbers with $\sup _{j} n_{j}<\infty$ and $\alpha=\left(\alpha_{j}\right)_{j} \in \ell_{\infty}$ be a bounded sequence with $\operatorname{Re}\left(\alpha_{j}\right)>0 \forall j$.
a) Then, for $\widehat{L}_{i}(x, t), C_{0, i j}$ as given in (7.10) with $f_{0}(z)=-z^{3}$, (7.11), respectively, the operator generated by the generalized infinite matrix

$$
L(x, t)=\left(\widehat{L}_{i}(x, t) \Gamma_{l}\left(c_{i}\right) C_{0, i j} \Gamma_{r}\left(a_{j}\right)\right)_{i, j=1}^{\infty}
$$

belongs to the component $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}\left(E\left(\ell_{q}\left(n_{j}\right)\right)\right)$ of the quasi-Banach operator ideal $\mathcal{L}_{\infty} \circ$ $\mathcal{H} \circ \mathcal{L}_{1}$ for all sequences $c=\left(c_{j}\right)_{j}, 0 \neq a=\left(a_{j}\right)_{j}$ with

$$
\left(c_{j} /{\sqrt{\operatorname{Re}\left(\alpha_{j}\right)}}^{2 n_{j}-1}\right)_{j} \in E\left(\ell_{q}\left(n_{j}\right)\right), \quad\left(a_{j} /{\sqrt{\operatorname{Re}\left(\alpha_{j}\right)}}^{2 n_{j}-1}\right)_{j} \in E\left(\ell_{q}\left(n_{j}\right)\right)^{\prime}
$$

Moreover

$$
q=\mathrm{i} \frac{\partial}{\partial x} \log \frac{\operatorname{det}_{\lambda}(I-\mathrm{i} L)}{\operatorname{det}_{\lambda}(I+\mathrm{i} L)}
$$

is a solution of the modified Korteweg-de Vries equation (1.6) wherever both determinants $\operatorname{det}_{\lambda}(I \pm \mathrm{i} L)$ do not vanish.
b) Each of the solutions in a) can be expressed explicitly in the form

$$
q=\mathrm{i} \frac{\partial}{\partial x} \log \frac{\operatorname{det}_{\mathcal{N}}(I-\mathrm{i} M)}{\operatorname{det}_{\mathcal{N}}(I+\mathrm{i} M)},
$$

where the operator $M=M(x, t) \in \mathcal{N}\left(\ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)\right)$ is generated by the special generalized infinite matrix

$$
M(x, t)=\left(\gamma_{i j} \widehat{L}_{i}(x, t) \Gamma_{l}\left(d_{i}\right) C_{0, i j}\right)_{i, j=1}^{\infty}
$$

with a vector $0 \neq d=\left(d_{j}\right)_{j}$ satisfying $\left(d_{j} / \operatorname{Re}\left(\alpha_{j}\right)^{2 n_{j}-1}\right)_{i} \in \ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)$, and we have $\gamma_{i j}=$ $\operatorname{Re}\left(\alpha_{j}\right)^{n_{j}-\frac{1}{2}} / \operatorname{Re}\left(\alpha_{i}\right)^{n_{i}-\frac{1}{2}}$.

In the above statement $\operatorname{det}_{\lambda}$ denotes the spectral determinant on $\mathcal{L}_{\infty} \circ \mathcal{H} \circ \mathcal{L}_{1}$, and again $\operatorname{det}_{\mathcal{N}}$ is the nuclear determinant on the component $\mathcal{N}\left(\ell_{1}\left(\ell_{1}\left(n_{j}\right)\right)\right)$.

The parts b) of Theorem 7.6.3 and Theorem 7.6 .4 give us access to reality conditions global and regularity for countable superpositions of negatons as well for the $\mathbb{R}$-reduced AKNS system as for the sharpener result in the context of the modified Korteweg-de Vries equation.

Theorem 7.6.5. Let the $\alpha_{j}$ be as assumed in Theorem 7.6.3 or Theorem 7.6.4, respectively, with the following additional properties:
(i) If $\alpha_{j} \in \mathbb{R}$, then $d_{j} \in \ell_{q}\left(n_{j}, \mathbb{R}\right)$.
(ii) There is a permutation $\pi$ of $J=\left\{j \in \mathbb{N} \mid \alpha_{j} \notin \mathbb{R}\right\}$ such that for each $j \in J$ we have $\alpha_{\pi(j)}=\bar{\alpha}_{j}$ and $d_{\pi(j)}=\overline{d_{j}}$.

Then the solutions in Theorems 7.6.3 or Theorem 7.6.4, respectively, are defined on all of $\mathbb{R}^{2}$, real-valued, and regular.

Note that real eigenvalues, see (i), lead to solitons/antisolitons, whereas pairs of complex conjugate eigenvalues as in (ii) give rise to breathers (see Section 4.4.3). Thus breathers are indeed contained in our treatment of countable superpositions.

Recall finally that the factors $\gamma_{i j}$ in Theorem 7.6.4 are necessary to ensure $M \in \mathcal{N}$, but they cancel in the actual evaluation of the nuclear determinant. Note, however, that in the soliton case these factors always equal 1. In the negaton case, a slightly stronger condition ensures nuclearity of $M$ even for $\gamma_{i j}=1$.

Proposition 7.6.6. If the sequence $d=\left(d_{j}\right)_{j}$ in Theorem 7.6.4 b) even satisfies

$$
\left(d_{j} / \operatorname{Re}\left(\alpha_{j}\right)^{2 n_{0}-1}\right)_{j} \in \ell_{1}\left(\ell_{1}\left(n_{j}\right)\right),
$$

where $n_{0}:=\sup _{j} n_{j}$, then the factors $\gamma_{i j}$ can be chosen equal to 1 .

## Appendix A

## Connection to Wronskian representations

Up to now our treatment of solitons and negatons was exclusively based on our operatortheoretical approach. Although our work was inspired by the method of Marchenko [55], the structure of the resulting solution formulas is quite different. Even in the simplest case of $N$-solitons, the coincidence of the corresponding formulas is not obvious at all.

In Marchenko's work, $N$-solitons are represented in terms of Wronskian determinants. The latter appear also in constructions based on Darboux transforms (confer [56]). For our purposes the construction of positions by Matveev and ensuing developements are very important ([57], [58], [59], [60], see also [11], [79], [95]). For related material the interested reader may also consult [30], [31], [62], [63], [67].

The purpose of the present appendix is to establish the link between our solution formulas and those constructed by Wronskian techniques.

## A. 1 The pure soliton case

For the $\mathbb{C}$-reduced AKNS system, a representation of $n$-solitons in terms of Wronskian-type determinants is given by

$$
\begin{equation*}
q=2 \mathrm{i}(-1)^{n} \Delta_{1} / \Delta_{2}, \tag{A.1}
\end{equation*}
$$

with

$$
\Delta_{1}=\operatorname{det}\left(\begin{array}{cccccccc}
\lambda_{1}^{n} & \cdots & \lambda_{1} & 1 & -\lambda_{1}^{n-2} \varphi_{1} & \cdots & -\lambda_{1} \varphi_{1} & -\varphi_{1} \\
\vdots & & \vdots & \vdots & \vdots & & \vdots & \vdots \\
\lambda_{n}^{n} & \cdots & \lambda_{n} & 1 & -\lambda_{n}^{n-2} \varphi_{n} & \cdots & -\lambda_{n} \varphi_{n} & -\varphi_{n} \\
\bar{\lambda}_{1}^{n} & \cdots & \bar{\lambda}_{1} & 1 & \bar{\lambda}_{1}^{n-2} / \bar{\varphi}_{1} & \cdots & \bar{\lambda}_{1} / \bar{\varphi}_{1} & 1 / \bar{\varphi}_{1} \\
\vdots & & \vdots & \vdots & \vdots & & \vdots & \vdots \\
\bar{\lambda}_{n}^{n} & \cdots & \bar{\lambda}_{n} & 1 & \bar{\lambda}_{n}^{n-2} / \bar{\varphi}_{n} & \cdots & \bar{\lambda}_{n} / \bar{\varphi}_{n} & 1 / \bar{\varphi}_{n}
\end{array}\right)
$$

and

$$
\Delta_{2}=\operatorname{det}\left(\begin{array}{cccccccc}
\lambda_{1}^{n-1} & \cdots & \lambda_{1} & 1 & -\lambda_{1}^{n-1} \varphi_{1} & \cdots & -\lambda_{1} \varphi_{1} & -\varphi_{1} \\
\vdots & & \vdots & \vdots & \vdots & & \vdots & \vdots \\
\lambda_{n}^{n-1} & \cdots & \lambda_{n} & 1 & -\lambda_{n}^{n-1} \varphi_{n} & \cdots & -\lambda_{n} \varphi_{n} & -\varphi_{n} \\
\bar{\lambda}_{1}^{n-1} & \cdots & \bar{\lambda}_{1} & 1 & \bar{\lambda}_{1}^{n-1} / \bar{\varphi}_{1} & \cdots & \bar{\lambda}_{1} / \bar{\varphi}_{1} & 1 / \bar{\varphi}_{1} \\
\vdots & & \vdots & \vdots & \vdots & & \vdots & \vdots \\
\bar{\lambda}_{n}^{n-1} & \cdots & \bar{\lambda}_{n} & 1 & \lambda_{n}^{n-1} / \bar{\varphi}_{n} & \cdots & \bar{\lambda}_{n} / \bar{\varphi}_{n} & 1 / \bar{\varphi}_{n}
\end{array}\right),
$$

where the functions $\varphi_{j}$ are defined by $\varphi_{j}(x, t)=\exp \left(2 \mathrm{i} \lambda_{j} x+f_{0}\left(2 \mathrm{i} \lambda_{j}\right) t+\varphi_{j}^{(0)}\right)$ and the constants $\lambda_{j}$ are assumed to be pairwise different.

Note that the particular case $n=1$ yields $q=-2 \mathrm{i}(\lambda-\bar{\lambda}) /(\varphi+1 / \bar{\varphi})$, which coincides with the one-soliton solution (4.10) of the $\mathbb{C}$-reduced AKNS system if we set $\alpha:=2 \mathrm{i} \lambda$.

The representation (A.1) is taken from [62] combined with [63]. Similar formulas were already derived by Matveev [56] in the context of Darboux transformations for the zero curvature equations.

In the following lemma we show how to translate (A.1) into our framework.
Proposition A.1.1. Every soliton solution as in (A.1) can be realized as one of the solutions constructed in Proposition 4.3 .1 with A being a diagonal matrix.

Proof Step 1: To simplify arguments, rename $\alpha_{j}=2 \mathrm{i} \lambda_{j}, \bar{\alpha}_{j}=-2 \mathrm{i} \bar{\lambda}_{j}$. Then $q$ in (A.1) is given by almost the same formula with $\lambda_{j}, \bar{\lambda}_{j}$ replaced by $\alpha_{j},-\bar{\alpha}_{j}$ and the factor 2 i in front of the whole formula cancelled.

Step 2: Next we take a closer look on the numerator $\Delta_{1}$. Interchanging columns, we can put the first into $(n+1)$-th column without changing the order of the other columns. Now we can compare $\Delta_{1}$ with the denominator $\Delta_{2}$, from which it only differs in the $(n+1)$-th column. Thus $\Delta_{1}=(-1)^{n}\left(\Delta_{2}-\Delta\right)$ with

$$
\Delta=\operatorname{det}\left(\begin{array}{ccccccc}
\alpha_{1}^{n-1} & \cdots & 1 & -\alpha_{1}^{n-1} \varphi_{1}-\alpha_{1}^{n} & -\alpha_{1}^{n-2} \varphi_{1} & \cdots & -\varphi_{1}  \tag{A.2}\\
\vdots & & \vdots & \vdots & \vdots & & \vdots \\
\alpha_{n}^{n-1} & \cdots & 1 & -\alpha_{n}^{n-1} \varphi_{n}-\alpha_{n}^{n} & -\alpha_{n}^{n-2} \varphi_{n} & \cdots & -\varphi_{n} \\
\left(-\bar{\alpha}_{1}\right)^{n-1} & \cdots & 1 & \left(-\bar{\alpha}_{1}\right)^{n-1} / \bar{\varphi}_{1}-\left(-\bar{\alpha}_{1}\right)^{n} & \left(-\bar{\alpha}_{1}\right)^{n-2} / \bar{\varphi}_{1} & \cdots & 1 / \bar{\varphi}_{1} \\
\vdots & & \vdots & \vdots & \vdots & & \vdots \\
\left(-\bar{\alpha}_{n}\right)^{n-1} & \cdots & 1 & \left(-\bar{\alpha}_{n}\right)^{n-1} / \bar{\varphi}_{n}-\left(-\bar{\alpha}_{n}\right)^{n} & \left(-\bar{\alpha}_{n}\right)^{n-2} / \bar{\varphi}_{n} \cdots & 1 / \bar{\varphi}_{n}
\end{array}\right)
$$

Next we introduce $A=\operatorname{diag}\left\{\alpha_{j} \mid j=1, \ldots, n\right\}, L=\operatorname{diag}\left\{\varphi_{j} \mid j=1, \ldots, n\right\}$ and the two Vandermonde matrices $V=\left(\alpha_{i}^{n-j}\right)_{i, j=1}^{n}, W=\left(\left(-\bar{\alpha}_{i}\right)^{n-j}\right)_{i, j=1}^{n}$. Then, as a result of the manipulations of this step, we get

$$
\begin{aligned}
q= & 1-\Delta / \Delta_{2} \\
& \text { with } \Delta_{2}=\operatorname{det}\left(\begin{array}{cc}
V & -L V \\
W & \bar{L}^{-1} W
\end{array}\right) \quad \text { and } \quad \Delta=\operatorname{det}\left(\begin{array}{cc}
V & -L V-A V \\
W & \bar{L}^{-1} W+\bar{A} W
\end{array}\right) .
\end{aligned}
$$

Note that we subtracted in (A.2) the $j$-th from the $(n+j+1)$-th column (for $j=1, \ldots, n-1$ ) to obtain the expression of $\Delta$.

Step 3: We proceed by the subsequent simultaneous manipulations for numerator $\Delta$ and denominator $\Delta_{2}$.

$$
\begin{aligned}
\Delta_{2} & =\operatorname{det}\left(\left(\begin{array}{cc}
I & 0 \\
0 & \bar{L}^{-1}
\end{array}\right)\left(\begin{array}{cc}
I & -L V W^{-1} \\
\bar{L} W V^{-1} & I
\end{array}\right)\left(\begin{array}{cc}
V & 0 \\
0 & W
\end{array}\right)\right) \\
& =\operatorname{det}\left(\bar{L}^{-1} V W\right) \operatorname{det}\left(\begin{array}{cc}
I & -L V W^{-1} \\
L W V^{-1} & I
\end{array}\right)
\end{aligned}
$$

and

$$
\Delta=\operatorname{det}\left(\left(\begin{array}{cc}
I & 0 \\
0 & \bar{L}^{-1}
\end{array}\right)\left(\begin{array}{cc}
I & -L V W^{-1}-A V W^{-1} \\
\bar{L} W V^{-1} & I+\overline{L A}
\end{array}\right)\left(\begin{array}{cc}
V & 0 \\
0 & W
\end{array}\right)\right)
$$

$$
\begin{aligned}
& =\operatorname{det}\left(\bar{L}^{-1} V W\right) \operatorname{det}\left(\begin{array}{cc}
I & -L V W^{-1}-A V W^{-1} \\
\bar{L} W V^{-1} & I+\overline{L A}
\end{array}\right) \\
& =\operatorname{det}\left(\bar{L}^{-1} V W\right) \operatorname{det}\left(\begin{array}{cc}
I & -L V W^{-1} \\
\bar{L} W V^{-1} & I+\bar{L} W V^{-1}\left(V W^{-1} \bar{A}+A V W^{-1}\right)
\end{array}\right),
\end{aligned}
$$

where we have used Lemma A.1.2 for the latter reformulation.
Set $C=V W^{-1}$. Then, by definition of $V, W$, it is clear that $W=\epsilon \bar{V} \Sigma$ for $\epsilon=(-1)^{n-1}$ and $\Sigma=\operatorname{diag}\left\{(-1)^{j-1} \mid j=1, \ldots, n\right\}$, and the following calculation shows $W V^{-1}=\bar{C}$,

$$
W V^{-1}=\epsilon \bar{V} \Sigma V^{-1}=\epsilon \bar{V} \overline{\left(\Sigma \overline{V^{-1}}\right)}=\bar{V} \overline{\left(\epsilon \Sigma^{-1} \bar{V}^{-1}\right)}=\overline{V W^{-1}}
$$

To sum up,

$$
q=1-\frac{\operatorname{det}\left(\begin{array}{cc}
\frac{I}{L C} & I+\overline{L C}(A C+C \bar{A})
\end{array}\right)}{\operatorname{det}\left(\begin{array}{cc}
\frac{I}{L C} & -L C \\
I
\end{array}\right)}
$$

Step 4: Let us define $C_{0}=\epsilon C=V \Sigma \bar{V}^{-1}$. Then we have $C_{0}^{-1}=\bar{C}_{0}$. Moreover, by Proposition A.3.3 a) there exist $\bar{b}, d \in \mathbb{C}^{n}$, both non-zero, such that $C_{0}=\Phi_{A, \bar{A}}^{-1}(\bar{b} \otimes d)$. In other words,

$$
\begin{equation*}
A C_{0}+C_{0} \bar{A}=\bar{b} \otimes d \tag{A.3}
\end{equation*}
$$

and, by conjugation,

$$
\begin{equation*}
\overline{A C}_{0}+\bar{C}_{0} A=b \otimes \bar{d} \tag{A.4}
\end{equation*}
$$

In particular, $\bar{C}_{0}=\Phi_{\bar{A}, A}^{-1}(b \otimes \bar{d})$.
Now, multiplying (A.3) with $\bar{C}_{0}$ from the left and (A.4) with $C_{0}$ from the right yields

$$
\bar{b} \otimes\left(\bar{C}_{0} d\right)=\bar{C}_{0}(\bar{b} \otimes d)=\bar{A}+\bar{C}_{0} A C_{0}=(b \otimes \bar{d}) C_{0}=\left(C_{0}^{\prime} b\right) \otimes \bar{d} .
$$

Since the range of $\bar{b} \otimes\left(\bar{C}_{0} d\right)$ is $\left\langle\bar{C}_{0} d\right\rangle$ and the range of $\left(C_{0}^{\prime} b\right) \otimes \bar{d}$ is $\langle\bar{d}\rangle$, there exists $\bar{\lambda} \in \mathbb{C}$ such that $\bar{C}_{0} d=\overline{\lambda d}$, and, because the operators are the same, $C_{0}^{\prime} b=\overline{\lambda b}$. Next, from $d=C_{0} \bar{C}_{0} d=\bar{\lambda} C_{0} \bar{d}=\bar{\lambda} \overline{C_{0} d}=|\lambda|^{2} d$ we infer $|\lambda|^{2}=1$.

Step 5: As a last preparation, we use $\epsilon^{2}=1,|\lambda|^{2}=1$, and $C=\epsilon C_{0}$ to rewrite

$$
\begin{align*}
q & =1-\frac{\operatorname{det}\left(\left(\begin{array}{cc}
I & 0 \\
0 & \epsilon \bar{\lambda}
\end{array}\right)\left(\begin{array}{cc}
\frac{I}{L C} & I+\overline{L C}(A C+C \bar{A})
\end{array}\right)\left(\begin{array}{cc}
I & 0 \\
0 & \epsilon \lambda
\end{array}\right)\right)}{\operatorname{det}\left(\left(\begin{array}{cc}
I & 0 \\
0 & \epsilon \bar{\lambda}
\end{array}\right)\left(\begin{array}{cc}
I & -L C \\
\overline{L C} & I
\end{array}\right)\left(\begin{array}{cc}
I & 0 \\
0 & \epsilon \lambda
\end{array}\right)\right)} \\
& =1-\frac{\operatorname{det}\left(\begin{array}{cc}
I \\
\epsilon \overline{\lambda L C} & 1+\overline{L C}(A C+C \bar{A})
\end{array}\right)}{\operatorname{det}\left(\begin{array}{cc}
I & -\epsilon \lambda L C \\
\epsilon \overline{\lambda L C} & I
\end{array}\right)} \\
& =1-\frac{\operatorname{det}\left(\begin{array}{cc}
I \\
\overline{\lambda L C_{0}} & I+\overline{L C}_{0}\left(A C_{0}+C_{0} \bar{A}\right)
\end{array}\right)}{\operatorname{det}\left(\begin{array}{cc}
\frac{I}{2} & -\lambda L C_{0} \\
\overline{\lambda L C}_{0} & I
\end{array}\right)} . \tag{A.5}
\end{align*}
$$

Step 6: In the last step we show that there are vectors $a, c \in \mathbb{C}^{n}$ such that (A.5) coincides with a solution as given in Proposition 4.3.1. Namely, using the vectors $b, d \in \mathbb{C}^{n}$ constructed in the fourth step, we define

$$
a=b, \quad c=\lambda F d
$$

where $F=\operatorname{diag}\left\{\exp \left(\varphi_{j}^{(0)}\right) \mid j=1, \ldots, n\right\}$ is the diagonal matrix containing the initial position shifts.

It is straightforward to observe $L=\widehat{L} F$ with $\widehat{L}(x, t)=\exp \left(A x+f_{0}(A) t\right)$, and thus

$$
\lambda L C_{0}=\widehat{L}\left(\lambda F \Phi_{A, \bar{A}}^{-1}(\bar{b} \otimes d)\right)=\widehat{L} \Phi_{A, \bar{A}}^{-1}(\bar{b} \otimes(\lambda F d))=\widehat{L} \Phi_{A, \bar{A}}^{-1}(\bar{a} \otimes c)
$$

It remains to show $\overline{L C}_{0}\left(A C_{0}+C_{0} \bar{A}\right)=\overline{\widehat{L}}(\bar{a} \otimes \bar{c})$. To this end, we apply the results of the fourth step. Consequently,

$$
\begin{aligned}
\overline{L C}_{0}\left(A C_{0}+C_{0} \bar{A}\right) & =\overline{L C}_{0}(\bar{b} \otimes d)=\bar{L}\left(\bar{b} \otimes\left(\bar{C}_{0} d\right)\right) \\
& =\bar{L}(\bar{b} \otimes(\overline{\lambda d}))=\overline{\widehat{L}}(\bar{b} \otimes(\overline{\lambda \bar{F} d})) \\
& =\overline{\widehat{L}}(\bar{a} \otimes \bar{c})
\end{aligned}
$$

As a result we have proved that the solution (A.1) can be realized in the form of Proposition 4.3.1 by a particular choice of $a, c \in \mathbb{C}^{n}$, and the generating matrix $A$ being diagonal. This is shows the assertion.

Lemma A.1.2. Let $R, S, T$, and $R_{0} \in \mathcal{M}_{n, n}(\mathbb{C})$ be arbitrary square matrices. Then the following identity holds:

$$
\operatorname{det}\left(\begin{array}{cc}
I & R+R_{0} \\
S & T
\end{array}\right)=\operatorname{det}\left(\begin{array}{cc}
I & R \\
S & T-S R_{0}
\end{array}\right)
$$

Proof Since the block in the upper left corner is the identity matrix $I \in \mathcal{M}_{n, n}(\mathbb{C})$ and the dimensions of the blocks are equal, we can eliminate $R_{0}$ by ordinary operations with columns. It is elementary to check the effect of these operations on the block in the lower right corner.

## A. 2 The case of a single negaton

Literature on positons and negatons of the AKNS-system is very limited. Discussions of low-dimensional cases can be found for example in [11], [79] for the modified Kortewegde Vries and in [95] for the sine-Gordon equation. Their techniques rely on the Darboux transformation techniques initiated by Matveev and do not yield solution formulas in closed form.

Another approach is to explicitly solve the Gelfand-Levitan-Marchenko equations for scattering data with multiple poles in the reflection coefficient. (Single poles correspond to solitons). This ansatz has been pursued in [98] for the sine-Gordon and in [71] for the Nonlinear Schrödinger equation, where also asymptotics are discussed.

In the sequel we shall focus on unpublished work of Steudel [96], where the single negaton of order $n$ of the AKNS-system is given in terms of Wronskians. After a slight adaption to the formula (A.1), the solution formula of Steudel reads

$$
\begin{equation*}
q=2 \mathrm{i}(-1)^{n} \Delta_{1} / \Delta_{2} \tag{A.6}
\end{equation*}
$$

with

$$
\Delta_{1}=\operatorname{det}\binom{\left(\frac{\partial^{i-1}}{\partial \lambda^{i-1}}\left(\lambda^{n-j}\right)\right)_{\substack{i=1, \ldots, n \\ j=0, \ldots, n}}\left(-\frac{\partial^{i-1}}{\partial \lambda^{i-1}}\left(\lambda^{n-j} \varphi(\lambda)\right)\right)_{\substack{i=1, \ldots, n \\ j=2, \ldots, n}}}{\left(\frac{\partial^{i-1}}{\partial \bar{\lambda}^{i-1}}\left(\bar{\lambda}^{n-j}\right)\right)_{\substack{i=1, \ldots, n \\ j=0, \ldots, n}}\left(\frac{\partial^{i-1}}{\partial \bar{\lambda}^{i-1}}\left(\bar{\lambda}^{n-j} / \varphi(\bar{\lambda})\right)\right)_{\substack{i=1, \ldots, n \\ j=2, \ldots, n}}}
$$

and

$$
\Delta_{2}=\operatorname{det}\left(\begin{array}{cc}
\left(\frac{\partial^{i-1}}{\partial \lambda^{i-1}}\left(\lambda^{n-j}\right)\right)_{i, j=1}^{n} & \left(-\frac{\partial^{i-1}}{\partial \lambda^{i-1}}\left(\lambda^{n-j} \varphi(\lambda)\right)\right)_{i, j=1}^{n} \\
\left(\frac{\partial^{i-1}}{\partial \bar{\lambda}^{i-1}}\left(\bar{\lambda}^{n-j}\right)\right)_{i, j=1}^{n} & \left(\frac{\partial^{i-1}}{\partial \bar{\lambda}^{i-1}}\left(\bar{\lambda}^{n-j} / \varphi(\bar{\lambda})\right)\right)_{i, j=1}^{n}
\end{array}\right)
$$

where $\varphi(\lambda)=\exp \left(2 \mathrm{i} \lambda x+f_{0}(2 \mathrm{i} \lambda) t+\varphi^{(0)}(2 \mathrm{i} \lambda)\right)$ and $\varphi^{(0)}$ shares the property of $f_{0}$ for the $\mathbb{C}$-reduced AKNS system, i.e., $\overline{\varphi^{(0)}(t)}=-\varphi^{(0)}(-\bar{t})$. In particular,

$$
\varphi(\bar{\lambda})=1 / \overline{\varphi(\lambda)}
$$

Note the formal analogy to the determinants appearing in the Wronskian formula (A.1) for the $n$-solitons. In fact, the first and the $n$-th rows of $\Delta_{1}$ in (A.1) and of the actual $\Delta_{1}$ coincide exactly. Whereas in the previous case the matrix is filled by independent rows of the same type, in the case at hand we obtain the remaining rows by successive differentiation with respect to $\lambda, \bar{\lambda}$.

In the following lemma we translate (A.6) into our framework.
Proposition A.2.1. Every single negaton as in (A.6) can be realized as one of the solutions constructed in Proposition 4.3.1 with A being to a single Jordan block.

Proof We closely follow the proof of Proposition A.1.1. Therefore, we only indicate the necessary modifications in each step.

Step 1: Again we set $\alpha=2 \mathrm{i} \lambda, \bar{\alpha}=-2 \mathrm{i} \bar{\lambda}$. Consequently, the derivatives are replaced by the rule $\partial / \partial \alpha=\frac{1}{2 i} \partial / \partial \lambda, \partial / \partial \bar{\alpha}=-\frac{1}{2 i} \partial / \partial \bar{\lambda}$. Carrying out this replacement carefully, we end up with the same formulas as in (A.6) with

- $\lambda, \bar{\lambda}$ replaced by $\alpha,-\bar{\alpha}$,
- $\frac{\partial}{\partial \lambda}, \frac{\partial}{\partial \bar{\lambda}}$ replaced by $\frac{\partial}{\partial \alpha}, \frac{\partial}{\partial \bar{\alpha}}$,
- $\varphi(\lambda), \varphi(\bar{\lambda})$ replaced by $\psi(\alpha), 1 / \widehat{\psi}(\bar{\alpha})$ with $\psi(\alpha):=\exp \left(\alpha x+f_{0}(\alpha) t+\varphi^{(0)}(\alpha)\right)$, $\widehat{\psi}(\bar{\alpha}):=\exp \left(-\bar{\alpha} x+f_{0}(-\bar{\alpha}) t+\varphi^{(0)}(-\bar{\alpha})\right)$ (note that the latter equals $\left.1 / \overline{\psi(\alpha)}\right)$,
and the factor 2 i in front of the whole formula cancelled.
Step 2: By precisely the same argument as in the proof of Proposition A.1.1, we obtain the reformulation $q=1-\Delta / \Delta_{2}$ with

$$
\Delta=\operatorname{det}\left(\begin{array}{cc}
\left(\frac{\partial^{i-1}}{\partial \alpha^{i-1}}\left(\alpha^{n-j}\right)\right)_{i, j=1}^{n} & \left(-\frac{\partial^{i-1}}{\partial \alpha^{i-1}}\left(\alpha^{n-j}(\psi(\alpha)+\alpha)\right)\right)_{i, j=1}^{n} \\
\left(\frac{\partial^{i-1}}{\partial \bar{\alpha}^{i-1}}\left((-\bar{\alpha})^{n-j}\right)\right)_{i, j=1}^{n} & \left(\frac{\partial^{i-1}}{\partial \bar{\alpha}^{i-1}}\left((-\bar{\alpha})^{n-j}(1 / \widehat{\psi}(\bar{\alpha})+\bar{\alpha})\right)\right)_{i, j=1}^{n}
\end{array}\right)
$$

As for a more convenient representation of the inner matrices, define

$$
V_{0}=\left(\frac{\partial^{i-1}}{\partial \alpha^{i-1}}\left(\alpha^{n-j}\right)\right)_{i, j=1}^{n} \quad \text { and } \quad W_{0}=\left(\frac{\partial^{i-1}}{\partial \bar{\alpha}^{i-1}}\left((-\bar{\alpha})^{n-j}\right)\right)_{i, j=1}^{n} .
$$

In addition, we use the following factorization, valid for an arbitrary function $f$, which can be easily verified by the product rule,

$$
\begin{gathered}
\left(\frac{\partial^{i-1}}{\partial \alpha^{i-1}}\left(\alpha^{n-j} f(\alpha)\right)\right)_{i, j=1}^{n}=\Gamma \widehat{D}_{f} \Gamma^{-1} V_{0} \quad \text { for } \Gamma:=\left(\begin{array}{rrr}
0 & 0! \\
(n-1)! & 0
\end{array}\right) \\
\quad \text { and } \widehat{D}_{f} \text { with the entries }\left(\widehat{D}_{f}\right)_{i j}:=\left\{\begin{array}{rr}
\frac{1}{(j-i)!} \frac{\partial^{j-i}}{\partial \alpha^{j-i}} f(\alpha), & j \geq i, \\
0, & j<i .
\end{array}\right.
\end{gathered}
$$

In particular, $\widehat{D}_{\mathrm{id}}=A$, where $A$ is the Jordan block corresponding to the eigenvalue $\alpha$ with dimension $n$. Moreover, we define $L:=\widehat{D}_{\psi}$.

With these ingredients, we check

$$
\begin{aligned}
\Delta & =\operatorname{det}\left(\begin{array}{cc}
V_{0} & -\Gamma(L+A) \Gamma^{-1} V_{0} \\
W_{0} & \Gamma\left(\bar{L}^{-1}+\bar{A}\right) \Gamma^{-1} W_{0}
\end{array}\right)=\operatorname{det}\left(\begin{array}{cc}
\Gamma^{-1} V_{0} \Gamma & -(L+A) \Gamma^{-1} V_{0} \Gamma \\
\Gamma^{-1} W_{0} \Gamma & \left(\bar{L}^{-1}+\bar{A}\right) \Gamma^{-1} W_{0} \Gamma
\end{array}\right) \\
& =\operatorname{det}\left(\begin{array}{cc}
V & -(L+A) V \\
W & \left(\bar{L}^{-1}+\bar{A}\right) W
\end{array}\right),
\end{aligned}
$$

where we have set $V=\Gamma^{-1} V_{0} \Gamma, W=\Gamma^{-1} W_{0} \Gamma$. Of course, $\Delta_{2}$ can be rewritten analogously.
To sum up,

$$
\begin{aligned}
q= & 1-\Delta / \Delta_{2} \text { with } \\
& \Delta_{2}=\operatorname{det}\left(\begin{array}{cc}
V & -L V \\
W & \bar{L}^{-1} W
\end{array}\right) \quad \text { and } \quad \Delta=\operatorname{det}\left(\begin{array}{cc}
V & -(L+A) V \\
W & \left(\bar{L}^{-1}+\bar{A}\right) W
\end{array}\right) .
\end{aligned}
$$

Step 3: This step can be carried over literally. For $C:=V W^{-1}$, the result is

$$
q=1-\frac{\operatorname{det}\left(\begin{array}{cc}
\frac{I}{L C} & I+\overline{L C}(A C+C \bar{A})
\end{array}\right)}{\operatorname{det}\left(\begin{array}{cc}
\frac{I}{L C} & -L C \\
I
\end{array}\right)} .
$$

To perform the reformulation in this step we have used $W V^{-1}=\bar{C}$, which can be seen by the following argument. By definition of $V_{0}, W_{0}$, we have $W_{0}=\epsilon \bar{V}_{0} \Sigma$ with $\Sigma=$ $\operatorname{diag}\left\{(-1)^{j-1} \mid j=1, \ldots, n\right\}$ and $\epsilon=(-1)^{n-1}$. Therefore,

$$
C=V W^{-1}=\epsilon \Gamma^{-1} V_{0} \Sigma \bar{V}_{0}^{-1} \Gamma
$$

and, analogously, $W V^{-1}=\epsilon \Gamma^{-1} \bar{V}_{0} \Sigma V_{0}^{-1} \Gamma=\bar{C}$. In particular, $C^{-1}=\bar{C}$.
Step 4: Now we apply the factorization result for matrices $X$ such that $A X+X \bar{A}$ is one-dimensional. Recall the definition of $V_{A}$,

$$
V_{A}=\left(\frac{1}{(n-i)!} \frac{\partial^{n-i}}{\partial \alpha^{n-i}}\left(\alpha^{j-1}\right)\right)_{i, j=1}^{n},
$$

and define $C_{0}=V_{A} \Sigma V_{\bar{A}}^{-1}$. Then, by Proposition A.3.6 a), there exist $b, d \in \mathbb{C}^{n}$, both nonzero, such that $C_{0}=\Phi_{A, \bar{A}}^{-1}(\bar{b} \otimes d)$, and, by conjugation, $\bar{C}_{0}=\Phi_{\bar{A}, A}^{-1}(b \otimes \bar{d})$. Moreover, the same argument as in the proof of Proposition A.1.1 shows that there is a complex number $\lambda,|\lambda|=1$, with $C_{0} \bar{d}=\lambda d$ and $C_{0}^{\prime} b=\overline{\lambda b}$.

To finish the step, we establish the relation between $C_{0}$ and $C$. Observe

$$
V_{A}=\Gamma^{-1} V_{0} J \quad \text { with } J=\left(\begin{array}{ccc}
0 & & 1 \\
& . & \\
1 & & 0
\end{array}\right)
$$

Thus $C=\epsilon\left(\Gamma^{-1} V_{0}\right) \Sigma\left(\bar{V}_{0}^{-1} \Gamma\right)=V_{A}(\epsilon J \Sigma J) V_{A}^{-1}=V_{A} \Sigma V_{\bar{A}}^{-1}=C_{0}$.
Step 5: Using $|\lambda|=1, C=C_{0}$, and following precisely the argument in the proof of Proposition A.1.1, we obtain

$$
q=1-\frac{\operatorname{det}\left(\begin{array}{cc}
\frac{I}{\lambda L C_{0}} & I+\overline{L C}_{0}\left(A C_{0}+C_{0} \bar{A}\right)
\end{array}\right)}{\operatorname{det}\left(\begin{array}{cc}
I & -\lambda L C_{0}  \tag{A.7}\\
\overline{L C}_{0} & I
\end{array}\right)}
$$

Step 6: Finally we construct vectors $a, c \in \mathbb{C}^{n}$ such that (A.7) coincides with a solution as given in Proposition 4.3.1. Starting with the vectors $b, d \in \mathbb{C}^{n}$ of the fourth step, we set

$$
a=b, \quad c=\lambda F d
$$

where the matrix $F=\widehat{D}_{\exp (\varphi(0))}$ contains the initial position shifts and their derivatives. Then $L=\widehat{L} F$ with $\widehat{L}(x, t)=\exp \left(A x+f_{0}(A) t\right)$, which is simply the product rule, and $\lambda F \Phi_{A, \bar{A}}^{-1}(\bar{b} \otimes d)=\Phi_{A, \bar{A}}^{-1}(\bar{b} \otimes(\lambda F d))$ because $A$ and $F$ commute. This immediately shows that $\lambda L C_{0}=\widehat{L} \lambda F \Phi_{A, \bar{A}}^{-1}(\bar{b} \otimes d)=\widehat{L} \Phi_{A, \bar{A}}^{-1}(\bar{a} \otimes c), \overline{\lambda L C_{0}}=\overline{\widehat{L}} \Phi_{\bar{A}, A}^{-1}(a \otimes \bar{c})$. The identity $\overline{L C}_{0}\left(A C_{0}+C_{0} \bar{A}\right)=\overline{\widehat{L}}(\bar{a} \otimes \bar{c})$ can be verified as in the proof of Proposition A.1.1. Therefore, (A.6) can be realized in the form of Proposition 4.3 .1 by a particular choice of $a$, $c \in \mathbb{C}^{n}$, and the generating matrix $A$ being a Jordan block. The proof is complete.

## A. 3 Factorization of solutions $X$ of the operator equation $A X+X B$

In the preceding sections we have established the link to solutions of the $\mathbb{C}$-reduced AKNS system which are constructed using Wronskian techniques. The aim of this section is to supplement the factorization results Proposition A.3.3 and Proposition A.3.6 needed in the proofs of Proposition A.1.1 and Proposition A.2.1.

## A.3.1 Vandermonde-type factorization for $A, B$ diagonal

To the diagonal matrix $A=\operatorname{diag}\left\{\alpha_{j} \mid j=1, \ldots, n\right\} \in \mathcal{M}_{n, n}(\mathbb{C})$, we assign the Vandermonde matrix

$$
V_{A}=\left(\alpha_{i}^{n-j}\right)_{i, j=1}^{n}=\left(\begin{array}{cccc}
\alpha_{1}^{n-1} & \ldots & \alpha_{1} & 1 \\
\vdots & & \vdots & \vdots \\
\alpha_{n}^{n-1} & \ldots & \alpha_{n} & 1
\end{array}\right) \in \mathcal{M}_{n, n}(\mathbb{C})
$$

and

$$
W_{A}=\left(\sum_{\substack{\lambda_{1}<\ldots<\lambda_{i-1} \\
j \notin\left\{\lambda_{1}, \ldots, \lambda_{i-1}\right\}}} \alpha_{\lambda_{1}} \ldots \alpha_{\lambda_{i-1}}\right)_{i, j=1}^{n}=\left(\begin{array}{ccc}
1 & \cdots & 1 \\
\sum_{j \neq 1} \alpha_{j} & \cdots & \sum_{j \neq n} \alpha_{j} \\
\sum_{\substack{j<j^{\prime} \\
j, j^{\prime} \neq 1}} \alpha_{j} \alpha_{j^{\prime}} & \cdots & \sum_{\substack{j<j^{\prime} \\
j, j^{\prime} \neq n}} \alpha_{j} \alpha_{j^{\prime}} \\
\vdots & & \vdots \\
\prod_{j \neq 1} \alpha_{j} & \cdots & \prod_{j \neq n} \alpha_{j}
\end{array}\right) .
$$

As the next lemma shows, the latter matrix is the main part of $V_{A}^{-1}$.
Lemma A.3.1. The inverse of the Vandermonde matrix $V_{A}=\left(\alpha_{i}^{n-j}\right)_{i, j=1}^{n} \in \mathcal{M}_{n, n}(\mathbb{C})$, with $\alpha_{j}$ pairwise different, is

$$
\begin{gathered}
V_{A}^{-1}=\Sigma W_{A} D_{A} \quad \text { with } D_{A}=\operatorname{diag}\left\{1 / \prod_{\substack{\lambda=1 \\
\lambda \neq j}}^{n}\left(\alpha_{j}-\alpha_{\lambda}\right) \mid j=1, \ldots, n\right\} \\
\text { and } \Sigma=\operatorname{diag}\left\{(-1)^{j-1} \mid j=1, \ldots, n\right\} .
\end{gathered}
$$

Proof The proof can be done by direct verification. Namely, denoting the $i j$-th entry of a matrix $T$ as usual by $T_{i j}$, matrix calculation shows

$$
\begin{aligned}
\left(V_{A} \Sigma W_{A}\right)_{i j} & =\alpha_{i}^{n-1}-\alpha_{i}^{n-2} \sum_{\lambda \neq j} \alpha_{\lambda}+\alpha_{i}^{n-3} \sum_{\lambda, \lambda^{\prime} \neq j} \alpha_{\lambda} \alpha_{\lambda^{\prime}}+\ldots+(-1)^{n-1} \prod_{\lambda \neq j} \alpha_{\lambda} \\
& =\prod_{\lambda \neq j}\left(\alpha_{i}-\alpha_{\lambda}\right) \\
& = \begin{cases}\prod_{\lambda \neq j}\left(\alpha_{j}-\alpha_{\lambda}\right), & i=j \\
0 & i \neq j\end{cases}
\end{aligned}
$$

Therefore, $V_{A} \Sigma W_{A}=D_{A}^{-1}$, which completes the proof.

Corollary A.3.2. Let $A=\operatorname{diag}\left\{\alpha_{j} \mid j=1, \ldots, n\right\}, B=\operatorname{diag}\left\{\beta_{j} \mid j=1, \ldots, n\right\} \in \mathcal{M}_{n, n}(\mathbb{C})$. Then
a) $V_{A} W_{B}=\left(\prod_{\substack{\lambda=1 \\ \lambda \neq j}}^{n}\left(\alpha_{i}+\beta_{\lambda}\right)\right)_{i, j=1}^{n}$.
b) $A\left(V_{A} W_{B}\right)+\left(V_{A} W_{B}\right) B=\left(\prod_{\lambda=1}^{n}\left(\alpha_{i}+\beta_{\lambda}\right)\right)_{i, j=1}^{n}=\epsilon_{0} \otimes c$, where $\epsilon_{0} \in \mathbb{C}^{n}$ is the vector with all entries equal to 1 and $c=\left(\prod_{\lambda=1}^{n}\left(\alpha_{i}+\beta_{\lambda}\right)\right)_{i=1}^{n}$.

Proof As for a), the proof can be almost literally copied from the proof of Lemma A.3.1, and b) can be immediately checked by matrix multiplication.

In summary, we have shown the following factorization result.
Proposition A.3.3. Let $A=\operatorname{diag}\left\{\alpha_{j} \mid j=1, \ldots, n\right\}, B=\operatorname{diag}\left\{\beta_{j} \mid j=1, \ldots, n\right\} \in$ $\mathcal{M}_{n, n}(\mathbb{C})$ satisfy (i) $\beta_{j}$ pairwise different and (ii) $\alpha_{i}+\beta_{j} \neq 0$ for all $i, j$. Then the following factorization holds:
a) There exist vectors $a, c \in \mathbb{C}^{n}$ such that

$$
V_{A} \Sigma V_{B}^{-1}=\Phi_{A, B}^{-1}(a \otimes c),
$$

namely $a=\left(\prod_{\lambda=1, \lambda \neq i}^{n}\left(\beta_{j}-\beta_{\lambda}\right)^{-1}\right)_{i=1}^{n}, c=\left(\prod_{\lambda=1}^{n}\left(\alpha_{i}+\beta_{\lambda}\right)\right)_{i=1}^{n}$.
b) For any $b, d \in \mathbb{C}^{n}$,

$$
\Phi_{A, B}^{-1}(b \otimes d)=D_{c} D_{d}^{-1} V_{A} \Sigma V_{B}^{-1} D_{a} D_{b}^{-1}
$$

where $D_{f} \in \mathcal{M}_{n, n}(\mathbb{C})$, for $f=\left(f_{j}\right)_{j=1}^{n} \in \mathbb{C}^{n}$, denotes the diagonal matrix with the entries $f_{j}$ on the diagonal, and $a, c \in \mathbb{C}^{n}$ are as defined in a).

Proof Part a) is just a reformulation of Lemma A.3.1, Corollary A.3.2 b). For part b) we use that the matrices $D_{1}=D_{d} D_{c}^{-1}, D_{2}=D_{b} D_{a}^{-1}$ are diagonal. Hence, from the fact that $C=V_{A} \Sigma V_{B}^{-1}$ solves $A C+C B=a \otimes c$ with $a, c$ as defined in a), it follows that $\widehat{C}=D_{1} C D_{2}$ solves $A \widehat{C}+\widehat{C} B=D_{1}(A C+C B) D_{2}=D_{1}(a \otimes c) D_{2}=\left(D_{2}^{\prime} a\right) \otimes\left(D_{1} c\right)=b \otimes d$.

## A.3.2 Factorization for Jordan blocks $A, B$

To the Jordan block $A \in \mathcal{M}_{n, n}(\mathbb{C})$ with eigenvalue $\alpha$, we assign

$$
\begin{aligned}
V_{A}=\left(\frac{1}{(n-i)!} \frac{\partial^{n-i}}{\partial \alpha^{n-i}} \alpha^{j-1}\right)_{i, j=1}^{n} \mathcal{M}_{n, n}(\mathbb{C}), \\
\text { in other words }\left(V_{A}\right)_{i j}= \begin{cases}\binom{j-1}{n-i} \alpha^{(j-1)-(n-i)} & n \leq i+j-1, \\
0 & n>i+j-1 .\end{cases}
\end{aligned}
$$

for the $i j$-th entry $\left(V_{A}\right)_{i j}$ of $V_{A}$.
By the subsequent lemma, the main part of $V_{A}^{-1}$ is an upper left triangle matrix of a quite similar structure, namely

$$
W_{A}=\left((-1)^{n-j} \frac{1}{(i-1)!} \frac{\partial^{i-1}}{\partial \alpha^{i-1}} \alpha^{n-j}\right)_{i, j=1}^{n} .
$$

Lemma A.3.4. The inverse of the matrix $V_{A} \in \mathcal{M}_{n, n}(\mathbb{C})$ is

$$
V_{A}^{-1}=\Sigma W_{A} \quad \text { with } \Sigma=\operatorname{diag}\left\{(-1)^{j-1} \mid j=1, \ldots, n\right\} .
$$

Proof Since $\left(V_{A}\right)_{i \kappa}=0$ if $\kappa<n+1-i$, and $\left(W_{A}\right)_{\kappa j}=0$ if $\kappa>n+1-j,\left(V_{A} \Sigma \cdot W_{A}\right)_{i j}=0$ for $i<j$. For $i \geq j$, we directly calculate

$$
\begin{aligned}
& \left(V_{A} \Sigma \cdot W_{A}\right)_{i j}=\sum_{n=n+1-i}^{n+1-j}\left(V_{A}\right)_{i \kappa}(-1)^{\kappa-1}\left(W_{A}\right)_{\kappa j} \\
& =\sum_{\mu=0}^{i-j}\left(V_{A}\right)_{i(\mu+n+1-i)} \cdot(-1)^{\mu+n-i} \cdot\left(W_{A}\right)_{(\mu+n+1-i) j} \\
& =\sum_{\mu=0}^{i-j}\binom{n-i+\mu}{n-i} \alpha^{\mu} \cdot(-1)^{n-i+\mu} \cdot(-1)^{n-j}\binom{n-j}{n-i+\mu} \alpha^{i-j-\mu} \\
& =(-\alpha)^{i-j}\binom{n-j}{i-j} \sum_{\mu=0}^{i-j}(-1)^{\mu}\binom{i-j}{\mu} \\
& =\delta_{i j} .
\end{aligned}
$$

Thus $V_{A} \Sigma W_{A}=1$, yielding the assertion.

Corollary A.3.5. Let $A, B \in \mathcal{M}_{n, n}(\mathbb{C})$ be Jordan blocks with eigenvalues $\alpha, \beta$, respectively. Then
a) $V_{A} W_{B}=\left((-1)^{n-j} \frac{1}{(n-i)!} \frac{\partial^{n-i}}{\partial(\alpha+\beta)^{n-i}}(\alpha+\beta)^{n-j}\right)_{i, j=1}^{n}$.
b) $A\left(V_{A} W_{B}\right)+\left(V_{A} W_{B}\right) B=e_{n}^{(1)} \otimes c$, where $e_{n}^{(1)} \in \mathbb{C}^{n}$ is the first standard basis vector and

$$
c=\left((-1)^{n-1} \frac{1}{(n-i)!} \frac{\partial^{n-i}}{\partial(\alpha+\beta)^{n-i}}(\alpha+\beta)^{n}\right)_{i=1}^{n} \in \mathbb{C}^{n}
$$

Proof The proof of part a) is the same as the one of Lemma A.3.4. As for b), we start with the calculation of $A\left(V_{A} W_{B}\right)$. Matrix multiplication yields that, for $i<n$,

$$
\begin{aligned}
&\left(A\left(V_{A} W_{B}\right)\right)_{i j}=\alpha(-1)^{n-j} \frac{1}{(n-i)!} \frac{\partial^{n-i}}{\partial(\alpha+\beta)^{n-i}}(\alpha+\beta)^{n-j} \\
&+(-1)^{n-j} \frac{1}{(n-i-1)!} \frac{\partial^{n-i-1}}{\partial(\alpha+\beta)^{n-i-1}}(\alpha+\beta)^{n-j}
\end{aligned}
$$

It is clear that the first summand does not vanish if and only if $i-j \geq 0$, the second if and only if $i-j+1 \geq 0$. Thus the following cases are relevant:
a) $i-j<-1$. Then $\left(A\left(V_{A} W_{B}\right)\right)_{i j}=0$ since both summands are zero.
b) $i-j=-1$. Here only the second summand is non-zero, and $\left(A\left(V_{A} W_{B}\right)\right)_{i j}=(-1)^{n-j}$.
$\left.\mathbf{c}_{1}\right) i-j \geq 0$. Now the both summands are non-trivial and we calculate

$$
\begin{aligned}
& \left(A\left(V_{A} W_{B}\right)\right)_{i j} \\
& =\alpha(-1)^{n-j}\binom{n-j}{n-i}(\alpha+\beta)^{i-j}+(-1)^{n-j}\binom{n-j}{n-i-1}(\alpha+\beta)^{i-j+1} \\
& =(-1)^{n-j}\left[\binom{n-j+1}{n-i} \alpha+\binom{n-j}{n-i-1} \beta\right](\alpha+\beta)^{i-j} .
\end{aligned}
$$

$\mathbf{d}_{1}$ ) In the case $i=n$, which has to be treated separately, we get $\left(A\left(V_{A} W_{B}\right)\right)_{n j}=$ $\alpha(-1)^{n-j}(\alpha+\beta)^{n-j}$.
Next we calculate $\left(V_{A} W_{B}\right) B$. In an analogous manner as above, for $j>1$,

$$
\begin{aligned}
&\left(\left(V_{A} W_{B}\right) B\right)_{i j}=\beta(-1)^{n-j} \frac{1}{(n-i)!} \frac{\partial^{n-i}}{\partial(\alpha+\beta)^{n-i}}(\alpha+\beta)^{n-j} \\
&+(-1)^{n-j+1} \frac{1}{(n-i)!} \frac{\partial^{n-i}}{\partial(\alpha+\beta)^{n-i}}(\alpha+\beta)^{n-j+1}
\end{aligned}
$$

Again the first summand does not vanish if and only if $i-j \geq 0$, the second if and only if $i-j+1 \geq 0$, and we have to distinguish the cases:
a) $i-j<-1$. Again $\left(\left(V_{A} W_{B}\right) B\right)_{i j}=0$ because both summands vanish.
b) $i-j=-1$. Here only the second summand is non-zero, yielding $\left(\left(V_{A} W_{B}\right) B\right)_{i j}=$ $(-1)^{n-j+1}$.
$\left.\mathbf{c}_{2}\right) i-j \geq 0$. Then both summands are non-zero, and we check

$$
\begin{aligned}
& \left(\left(V_{A} W_{B}\right) B\right)_{i j} \\
& \quad=\beta(-1)^{n-j}\binom{n-j}{n-i}(\alpha+\beta)^{i-j}+(-1)^{n-j+1}\binom{n-j+1}{n-i}(\alpha+\beta)^{i-j+1}
\end{aligned}
$$

$$
=\left\{\begin{array}{cl}
(-1)^{n-j}\left[\binom{n-j}{n-i-1} \beta-\binom{n-j+1}{n-i} \alpha\right](\alpha+\beta)^{i-j}, & i<n, \\
(-1)^{n-j+1} \alpha(\alpha+\beta)^{n-j}, & i=n
\end{array}\right.
$$

$\mathbf{d}_{2}$ ) The case $j=1$ has to be treated separately. Here we get

$$
\left(\left(V_{A} W_{B}\right) B\right)_{i 1}=\beta(-1)^{n-1}\binom{n-1}{n-i}(\alpha+\beta)^{i-1}
$$

It is obvious ${ }^{1}$ that in the cases $\mathbf{a}$ ) and $\mathbf{b}$ ) the entries $\left(A\left(V_{A} W_{B}\right)+\left(V_{A} W_{B}\right) B\right)_{i j}$ always vanish. Therefore, $A\left(V_{A} W_{B}\right)+\left(V_{A} W_{B}\right) B$ is a lower left triangular matrix. To check the remaining entries $i-j \leq 0$, we proceed along the different cases discussed above.
$\left.\left.\mathbf{c}_{1}\right) \wedge \mathbf{c}_{2}\right) i<n, j>1$. Then we obviously have $\left(A\left(V_{A} W_{B}\right)+\left(V_{A} W_{B}\right) B\right)_{i j}=0$.
$\left.\left.\mathbf{d}_{1}\right) \wedge \mathbf{c}_{2}\right) i=n, j>1$. Also in this case we directly see $\left(A\left(V_{A} W_{B}\right)+\left(V_{A} W_{B}\right) B\right)_{n j}=0$.
$\left.\left.\mathbf{c}_{1}\right) \wedge \mathbf{d}_{2}\right) i<n, j=1$. Then

$$
\begin{aligned}
& \left(A\left(V_{A} W_{B}\right)+\left(V_{A} W_{B}\right) B\right)_{i 1} \\
& =(-1)^{n-1}\left[\binom{n}{n-i} \alpha+\binom{n-1}{n-i-1} \beta\right](\alpha+\beta)^{i-1} \\
& +\beta(-1)^{n-1}\binom{n-1}{n-i}(\alpha+\beta)^{i-1} \\
& =(-1)^{n-1}\binom{n}{n-i}(\alpha+\beta)^{i} .
\end{aligned}
$$

$\left.\left.\mathbf{d}_{1}\right) \wedge \mathbf{d}_{2}\right) i=n, j=1$. Then

$$
\begin{aligned}
& \left(A\left(V_{A} W_{B}\right)+\left(V_{A} W_{B}\right) B\right)_{n 1} \\
& =\alpha(-1)^{n-1}(\alpha+\beta)^{n-1}+\beta(-1)^{n-1}\binom{n-1}{0}(\alpha+\beta)^{n-1} \\
& =(-1)^{n-1}(\alpha+\beta)^{n} .
\end{aligned}
$$

In summary, we have shown that the matrix $A\left(V_{A} W_{B}\right)+\left(V_{A} W_{B}\right) B$ has only non-vanishing entries in the first column, namely

$$
\begin{aligned}
\left(A\left(V_{A} W_{B}\right)+\left(V_{A} W_{B}\right) B\right)_{i 1} & =(-1)^{n-1}\binom{n}{n-i}(\alpha+\beta)^{i} \\
& =(-1)^{n-1} \frac{1}{(n-i)!} \frac{\partial^{n-i}}{\partial(\alpha+\beta)^{n-i}}(\alpha+\beta)^{n}
\end{aligned}
$$

which is equivalent to the assertion.

[^2]To state the factorization result, we recall the notation $\Gamma_{r}(\xi) \in \mathcal{M}_{n, n}(\mathbb{C})$ for the upper right band matrix given in terms of a vector $\xi=\left(\xi_{j}\right)_{j=1}^{n} \in \mathbb{C}^{n}$ by

$$
\Gamma_{r}(\xi)=\left(\begin{array}{ccc}
\xi_{1} & & \xi_{n} \\
& \ddots & \\
0 & & \xi_{1}
\end{array}\right)
$$

Note that $\Gamma_{r}(\xi)$ is invertible if and only if $\xi_{1} \neq 0$. In this case also $\Gamma(\xi)^{-1}$ is an upper right band matrix. Furthermore, for $\xi \in \mathbb{C}^{n}$ we set $\widehat{\xi}=\left(\xi_{n-i+1}\right)_{i=1}^{n}$. Then we have $\Gamma_{r}(\widehat{\xi}) e_{n}^{(n)}=\xi$ and $\Gamma_{r}(\xi)^{\prime} e_{n}^{(1)}=\xi$, where $e_{n}^{(1)}, e_{n}^{(n)}$ are the first and the $n$-th standard basis vectors.

Proposition A.3.6. For single Jordan blocks $A, B \in \mathcal{M}_{n, n}(\mathbb{C})$ with eigenvalues $\alpha, \beta$, respectively, which satisfy $\alpha+\beta \neq 0$, the following factorization holds:
a) There exist vectors $a, c \in \mathbb{C}^{n}$ such that

$$
\begin{aligned}
& V_{A} \Sigma V_{B}^{-1}=\Phi_{A, B}^{-1}(a \otimes c) \\
& \text { namely } a=e_{n}^{(1)}, c=\left((-1)^{n-1} \frac{1}{(n-i)!} \frac{\partial^{n-i}}{\partial(\alpha+\beta)^{n-i}}(\alpha+\beta)^{n}\right)_{i=1}^{n} .
\end{aligned}
$$

b) For any $b, d \in \mathbb{C}^{n}$,

$$
\Phi_{A, B}^{-1}(b \otimes d)=\Gamma_{r}(\widehat{d}) \Gamma_{r}(\widehat{c})^{-1} \cdot V_{A} \Sigma V_{B}^{-1} \cdot \Gamma_{r}(b)
$$

where $c$ is defined as in a).
Proof Part a) is just a reformulation of Lemma A.3.4, Corollary A.3.5 b). As for part b), we use that upper band matrices commute. By a) we infer that $C=V_{A} \Sigma V_{B}^{-1}$ solves $A C+C B=e_{n}^{(1)} \otimes c=e_{n}^{(1)} \otimes\left(\Gamma_{r}(\hat{c}) e_{n}^{(n)}\right)=\Gamma_{r}(\widehat{c})\left(e_{n}^{(1)} \otimes e_{n}^{(n)}\right)$. Thus $\widehat{C}=\Gamma_{r}(\widehat{d}) \Gamma_{r}(\widehat{c})^{-1} C \Gamma_{r}(b)$ solves $A \widehat{C}+\widehat{C} B=\Gamma_{r}(\widehat{d})\left(e_{n}^{(1)} \otimes e_{n}^{(n)}\right) \Gamma_{r}(b)=\left(\Gamma_{r}(b)^{\prime} \epsilon_{n}^{(1)}\right) \otimes\left(\Gamma_{r}(\widehat{d}) e_{n}^{(n)}\right)=b \otimes d$. Note that the invertibility of $\Gamma_{r}(\hat{c})$ is guaranteed by the assumption that $\alpha+\beta \neq 0$.

## Appendix B

## A brief survey on traces and determinants on quasi-Banach operator ideals

In this appendix we give a concise and selfcontained introduction to the theory of traces and determinants on quasi-Banach operator ideals including all the material needed in this text. We shall also encompass several recent results. As a general reference, we cite the monographs of König [52], Pietsch [73], Reed/Simon [80], and Simon [94].

On the following aspect we lay particular emphasis.
Basing on the well-known fact that there exists a unique trace on the smallest operator ideal $\mathcal{F}$ of finite rank operators which is, indeed, spectral, two natural procedures are considered how to extend the trace to (larger) quasi-Banach operator ideals.
In this context the following operator ideals, which, from the modern point of view, play a crucial role for developing a trace theory, come up, namely the ideal $\mathcal{N}_{r}$ of $r$-nuclear operators ( $0<r \leq 1$ ) in the sense of Grothendieck on the one hand and ideals $\mathcal{A} \subset \mathcal{S}_{1}^{\text {eig }}$ of so-called eigenvalue type 1 on the other hand.

Both of those possibilities to extend the trace are discussed in detail leading to some background information as well as a motivation for the construction of countable superpositions of solitons.

The outline presented here is essentially taken from [18]. If not stated otherwise, the cited results can be found in [73].

## B. 1 Basic notions

For the general notion of a quasi-Banach operator ideal we refer to the monographs of Defant/Floret [23] and Pietsch [72].

Definition B.1.1. (Operator ideal) The class $\mathcal{A}:=\bigcup_{E, F} \mathcal{A}(E, F)$ with given subsets $\mathcal{A}(E, F) \subset \mathcal{L}(E, F)$ for each pair of Banach spaces $E$ and $F$ is called an operator ideal if the following conditions are satisfied:
(i) $a \otimes y \in \mathcal{A}(E, F)$ for any $a \in E^{\prime}$ and $y \in F$,
(ii) If $S, T \in \mathcal{A}(E, F)$, then $S+T \in \mathcal{A}(E, F)$,
(iii) If $X \in \mathcal{L}\left(E_{0}, E\right), T \in \mathcal{A}(E, F)$, and $Y \in \mathcal{L}\left(F, F_{0}\right)$, then $Y T X \in \mathcal{A}\left(E_{0}, F_{0}\right)$.

Remark B.1.2. An operator $T \in \mathcal{L}(E, F)$ is a finite rank operator if there exists a finite representation $T=\sum_{i=1}^{n} a_{i} \otimes y_{i}$ with $a_{i} \in E^{\prime}, y_{i} \in F$, and the collection of all finite rank operators from $E$ into $F$ is denoted by $\mathcal{F}(E, F)$.

The class $\mathcal{L}$ of all (bounded linear) operators is the largest and the class $\mathcal{F}$ of finite rank operators the smallest operator ideal.

Definition B.1.3. a) A function $\|\cdot \mid \mathcal{A}\|$ assigning a non-negative number $\|T \mid \mathcal{A}\|$ to every operator $T \in \mathcal{A}$ is called a quasi-norm on the operator ideal $\mathcal{A}$ if it has the following properties:
(i) $\quad\|a \otimes y \mid \mathcal{A}\|=\|a\| \cdot\|y\|$ for $a \in E^{\prime}, y \in F$,
(ii) $\quad\|S+T \mid \mathcal{A}\| \leq c_{\mathcal{A}}(\|S|\mathcal{A}\|+\| T| \mathcal{A}\|)$ for $S, T \in \mathcal{A}(E, F)$,
(iii) $\|Y T X|\mathcal{A}\|\leq\| Y\|\cdot\| T| \mathcal{A}\| \cdot\|X\|$ for $X \in \mathcal{L}\left(E_{0}, E\right), T \in \mathcal{A}(E, F)$, and $Y \in \mathcal{L}\left(F, F_{0}\right)$.

In the case $c_{\mathcal{A}}=1$ we simply speak of $a$ norm.
b) An operator ideal $\mathcal{A}$ is called a quasi-Banach operator ideal if all components $\mathcal{A}(E, F)$ are complete with respect to the quasi-norm $\|\cdot \mid \mathcal{A}\|$ given on $\mathcal{A}$. If $\|\cdot \mid \mathcal{A}\|$ is an $r$-norm $(0<r<1), \mathcal{A}$ is called an $r$-Banach operator ideal, and if $\|\cdot \mid \mathcal{A}\|$ is even a norm, then we call $\mathcal{A}$ a Banach operator ideal.

Remark B.1.4. $\|T\| \leq\|T \mid \mathcal{A}\|$ for all $T \in \mathcal{A}$.
The concept of an operator ideal $\mathcal{A}=\bigcup_{E, F} \mathcal{A}(E, F)$ also makes sense if $E, F$ range only over a subclass of Banach spaces. Of particular interest is the subclass of Hilbert spaces.

Definition B.1.5. Let $\mathcal{A}, \mathcal{B}$ be quasi-Banach operator ideals.
a) The product $\mathcal{B} \circ \mathcal{A}$ consisting of operators $T \in \mathcal{L}(E, F)$ which can be written in the form $T=Y X$ with $X \in \mathcal{A}(E, G), Y \in \mathcal{B}(G, F)$ becomes a quasi-Banach operator ideal with respect to $\|T \mid \mathcal{B} \circ \mathcal{A}\|=\inf \{\|Y|\mathcal{B}\| \| X| \mathcal{A}\|\}$, where the infimum is taken over all possible factorizations.
b) The sum $\mathcal{A}+\mathcal{B}$ consisting of operators $T \in \mathcal{L}(E, F)$ which can be written in the form $T=X+Y$ with $X \in \mathcal{A}(E, F), Y \in \mathcal{B}(E, F)$ becomes a quasi-Banach operator ideal with respect to $\|T \mid \mathcal{A}+\mathcal{B}\|=\inf \{\|X|\mathcal{A}\|+\| Y| \mathcal{B}\|\}$, where the infimum is taken over all possible decompositions.

The following axiomatic approach to abstract traces on arbitrary operator ideals is due to Pietsch [73].

## Definition B.1.6. (Trace)

a) Let $\mathcal{A}$ be an operator ideal. A complex valued function $\tau: \bigcup_{E} \mathcal{A}(E) \longrightarrow \mathbb{C}$ is called a trace on $\mathcal{A}$ if the following properties are satisfied:
(i) $\tau$ is linear on each component $\mathcal{A}(E)$,

$$
\begin{equation*}
\tau(a \otimes y)=\langle y, a\rangle \text { for all } a \in E^{\prime}, y \in E \tag{ii}
\end{equation*}
$$

(iii) $\quad \tau(X T)=\tau(T X)$ for any $T \in \mathcal{A}(E, F), X \in \mathcal{L}(F, E)$.
b) A trace $\tau$ defined on a quasi-Banach operator ideal $\mathcal{A}$ is said to be continuous if the function $T \mapsto \tau(T)$ is continuous on every component $\mathcal{A}(E)$.
c) A trace $\tau$ is called spectral if it is given as the sum of the eigenvalues, i.e., $\tau(T)=$ $\sum_{i} \lambda_{i}(T)$ for all $T$. Obviously an operator ideal admits at most one spectral trace, which we will always denote by $\operatorname{tr}_{\lambda}$.

Lemma B.1.7. A trace $\tau$ defined on a quasi-Banach operator ideal $\mathcal{A}$ is continuous if and only if there exists a universal constant $c \geq 1$ such that $|\tau(T)| \leq c\|T \mid \mathcal{A}\|$ for all $T \in \mathcal{A}(E)$ (and all Banach spaces $E$ ).

In analogy to the concept of traces, determinants on operator ideals can be defined.

## Definition B.1.8. (Determinant)

a) Let $\mathcal{A}$ be an operator ideal. A complex valued function $\delta: \bigcup_{E} \mathcal{A}(E) \longrightarrow \mathbb{C}$ is called a determinant on $\mathcal{A}$ if the following properties are satisfied:
(i) $\delta((I+S)(I+T))=\delta(I+S) \delta(I+T)$ for all $S, T \in \mathcal{A}(E)$,
(ii) $\delta(I+a \otimes y)=1+\langle y, a\rangle$ for all $a \in E^{\prime}, y \in E$,
(iii) $\delta\left(I_{E}+X T\right)=\delta\left(I_{F}+T X\right)$ for any $T \in \mathcal{A}(E, F), X \in \mathcal{L}(F, E)$,
(iv) For every $T \in \mathcal{A}(E)$ (and every arbitrary Banach space $E$ ), $\delta(I+z T)$ is an entire function in $z$,
where I (or $I_{E}$ to emphasize the underlying Banach space E) always denotes the identity operator on $E$.
b) A determinant $\delta$ defined on a quasi-Banach operator ideal $\mathcal{A}$ is said to be continuous if the function $T \mapsto \delta(I+T)$ is continuous on every component $\mathcal{A}(E)$.
c) A determinant $\delta$ is called spectral if it is given by $\delta(I+T)=\prod_{i}\left(1+\lambda_{i}(T)\right)$ for all T. Obviously an operator ideal admits at most one spectral determinant, which we will always denote by $\operatorname{det}_{\lambda}$.

Lemma B.1.9. The operator $I+T$ is invertible if and only if $\delta(I+T) \neq 0$.
Lemma B.1.10. Let $\mathcal{A}$ be an operator ideal, $\tau$ a trace, and $\delta$ a determinant on $\mathcal{A}$. Then, for all $T \in \mathcal{A}$ with $\operatorname{rank}(T)=1$,

$$
\delta(1+T)=1+\tau(T)
$$

Remark B.1.11. The concept of a trace/determinant is also used for operator ideals defined on a subclass of Banach spaces.

## B. 2 Outline of results

The first aim of this section is to explain how, basing on the trace formula for finite rank operators, the trace can be extended to (larger) quasi-Banach operator ideals. Afterwards, the link between traces and determinants is discussed.

As the starting point, we consider the operator ideal $\mathcal{F}$ of finite rank operators. It is a well-known fact that there is a unique $\operatorname{trace} \operatorname{tr}$ on $\mathcal{F}$ which is given by

$$
\begin{equation*}
\operatorname{tr}(T)=\sum_{i=1}^{n}\left\langle y_{i}, a_{i}\right\rangle \text { for an arbitrary (finite) representation } T=\sum_{i=1}^{n} a_{i} \otimes y_{i} \tag{1}
\end{equation*}
$$

and moreover, since the trace $\operatorname{tr}$ on the finite rank operators $\mathcal{F}$ is spectral,

$$
\begin{equation*}
\operatorname{tr}(T)=\sum_{i=1}^{N} \lambda_{i}(T) \quad\left(\lambda_{i}(T) \text { the eigenvalues of } T\right) \tag{2}
\end{equation*}
$$

Each of those two possibilities to express the trace $\operatorname{tr}$ on the finite rank operators $\mathcal{F}$ leads in a natural manner to an ansatz for the extension of the trace to (larger) quasi-Banach operator ideals, namely, for operators

$$
\begin{align*}
& T \text { with an infinite representation } T=\sum_{i=1}^{\infty} a_{i} \otimes y_{i}  \tag{1}\\
& \text { where } \sum_{i=1}^{\infty}\left|\left\langle y_{i}, a_{i}\right\rangle\right| \leq \sum_{i=1}^{\infty}\left\|a_{i}\right\|\left\|y_{i}\right\|<\infty \text { is assumend, } \\
& T \text { possessing absolutely summing eigenvalues, i.e. } \sum_{i}\left|\lambda_{i}(T)\right|<\infty . \tag{2}
\end{align*}
$$

Unfortunately, neither of them goes through automatically and we therefore have to take a closer look to both of them.

First we turn to the extension-procedure indicated by (2).
Let $T \in \mathcal{L}(E)$ be a Riesz operator. Because all non-zero elements $\lambda \neq 0$ of the spectrum $\operatorname{spec}(T)$ of a Riesz operator are isolated eigenvalues with finite algebraic multiplicity, we may assign an eigenvalue sequence $\left(\lambda_{i}(T)\right)_{i}$ to every Riesz operator $T \in \mathcal{L}(E)$ by the following rule:

Counting every eigenvalue according to its algebraic multiplicity, the eigenvalues are arranged in order of non-increasing absolute values. In order to deal always with an infinite sequence of eigenvalues, in the case that $T$ possesses exactly $N$ eigenvalues, we define $\lambda_{i}(T)=0$ for $i>N$.
Definition B.2.1. Let $0<p<\infty$. By $\mathcal{S}_{p}^{e i g}$ we denote the class $\mathcal{S}_{p}^{e i g}=\bigcup_{E, F} \mathcal{S}_{p}^{e i g}(E, F)$ consisting of the sets

$$
\mathcal{S}_{p}^{e i g}(E, F)=\{T \in \mathcal{L}(E, F) \mid S T \text { is Riesz with p-summing eigenvalues } \forall S \in \mathcal{L}(F, E)\} .
$$

## Remark B.2.2.

a) The operator ideal $\mathcal{F}$ of finite rank operators is contained in the class $\mathcal{S}_{p}^{\text {eig }}$.
b) The class $\mathcal{S}_{p}^{\text {eig }}$ satisfies the multiplicativity property $\mathcal{L} \circ \mathcal{S}_{p}^{\text {eig }} \circ \mathcal{L} \subset \mathcal{S}_{p}^{\text {eig }}$ (that is ideal property (iii) in the Definition of an operator ideal).

The latter property is an immediate consequence of the principle of related operators (cf. Pietsch [73]).

Proposition B.2.3. (Principle of related operators) The operators $S \in \mathcal{L}(E)$ and $T \in \mathcal{L}(F)$ are called related if there exist $A \in \mathcal{L}(F, E), B \in \mathcal{L}(E, F)$ such that $S=A B$ and $T=B A$. Then $S$ is a Riesz operator if and only if $T$ is Riesz, and both operators have the same non-zero eigenvalues with the same multiplicities.

Nevertheless, it is not true that $\mathcal{S}_{p}^{e i g}$ is an operator ideal considered over the class of all Banach spaces. More precisely, it can be shown that for all $0<p<\infty$ there exists a Banach space $E$ such that $\mathcal{S}_{p}^{\text {eig }}(E, E)$ is no vector space.

In contrast, we mention that $\mathcal{S}_{p}^{\text {eig }}(H)$ is an operator ideal over the class of the separable infinite-dimensional Hilbert spaces $H$. Indeed, for $0<p<\infty$ the class $\mathcal{S}_{p}^{\text {eig }}(H)$ coincides with the Schatten ideal $\mathcal{S}_{p}(H)$ of type $l_{p}$ (confer Pietsch [72] for those statements).

Considering quasi-Banach operator ideals $\mathcal{A}$ contained in $\mathcal{S}_{p}^{e i g}$, the $p$-norm of the eigenvalue sequence can be estimated.

Proposition B.2.4. (Principle of boundedness) Let $\mathcal{A}$ be a quasi-Banach operator ideal with $\mathcal{A} \subset \mathcal{S}_{p}^{\text {eig }}$. Then there exists a universal constant $c \geq 1$ such that

$$
\left(\sum_{i=1}^{\infty}\left|\lambda_{i}(T)\right|^{p}\right)^{\frac{1}{p}} \leq c\|T \mid \mathcal{A}\| \quad \text { for all } T \in \mathcal{A}(E) \text { and all Banach spaces } E .
$$

If, in addition, we confine ourselves to the class $\mathcal{S}_{1}^{e i g}$, the following deep result was obtained by White [100].

## Proposition B.2.5. (Spectral trace)

Let $\mathcal{A}$ be a quasi-Banach operator ideal such that $\mathcal{A} \subset \mathcal{S}_{1}^{\text {eig }}$. For arbitrary Banach spaces $E$ and every $T \in \mathcal{A}(E)$ we define

$$
\operatorname{tr}_{\lambda}(T)=\sum_{i=1}^{\infty} \lambda_{i}(T) .
$$

Then the function $\operatorname{tr}_{\lambda}$ is a continuous spectral trace on $\mathcal{A}$.
In general the spectral trace $\operatorname{tr}_{\lambda}$ is not unique as an observation of Kalton [51] shows. He has proved the existence of a quasi-Banach operator ideal $\mathcal{A} \subset \mathcal{S}_{1}^{\text {eig }}$ admitting different continuous traces.

To guarantee the uniqueness of the trace $\operatorname{tr}_{\lambda}$, we use the above result of White combined with the trace extension theorem (cf. Pietsch [73]).

## Proposition B.2.6. (Trace extension theorem)

Let $\mathcal{A}$ be a quasi-Banach operator ideal such that for all Banach spaces $E$ and $F$ the components $\mathcal{F}(E, F)$ of finite rank operators are $\|\cdot \mid \mathcal{A}\|$-dense in $\mathcal{A}(E, F)$. If there exists a constant $c \geq 1$ with

$$
|\operatorname{tr}(T)| \leq c\|T \mid \mathcal{A}\| \quad \text { for all } T \in \mathcal{F}(E) \text { and all Banach spaces } E \text {, }
$$

then $\mathcal{A}$ admits a unique continuous trace denoted by $\operatorname{tr}_{\mathcal{A}}$.
The unique trace $\operatorname{tr}_{\mathcal{A}}: \mathcal{A}(E) \rightarrow \mathbb{C}$ can be defined for all $T \in \mathcal{A}(E)$ by the $\|\cdot \mid \mathcal{A}\|-$ continuous extension of $\operatorname{tr}: \mathcal{F}(E) \rightarrow \mathbb{C}$.

Remark B.2.7. Let us further mention (confer Pietsch [73]) that there exist quasi-Banach operator ideals $\mathcal{A}, \mathcal{B} \subset \mathcal{S}_{1}^{\text {eig }}$ such that $\mathcal{A}+\mathcal{B} \not \subset \mathcal{S}_{1}^{\text {eig }}$. Thus, if $\operatorname{tr}_{\lambda}$ denotes the spectral trace on $\mathcal{A}$ and $\mathcal{B}$, respectively, then by

$$
\tau(A+B)=\operatorname{tr}_{\lambda}(A)+\operatorname{tr}_{\lambda}(B) \quad \text { for all } A \in \mathcal{A}(E) \text { and } B \in \mathcal{B}(E)
$$

we obtain a continuous trace on $\mathcal{A}+\mathcal{B}$ which is not spectral.
In particular, the class $\mathcal{S}_{1}^{\text {eig }}$ does not contain a quasi-Banach operator ideal containing all other ideals in $\mathcal{S}_{1}^{\text {eig }}$.

Next we turn to the approach to extensions of the trace motivated by (1).
To this end, we introduce the quasi-Banach operator ideal $\mathcal{N}_{r}$ of $r$-nuclear operators in the sense of Grothendieck.

Definition B.2.8. Let $0<r \leq 1$. An operator $T \in \mathcal{L}(E, F)$ is called $r$-nuclear if it admits a so-called $r$-nuclear representation

$$
T=\sum_{i=1}^{\infty} a_{i} \otimes y_{i} \quad \text { with } \sum_{i=1}^{\infty}\left\|a_{i}\right\|^{r} \cdot\left\|y_{i}\right\|^{r}<\infty \quad\left(a_{i} \in E^{\prime}, y_{i} \in F\right)
$$

By $\mathcal{N}_{r}$ we denote the class of all r-nuclear operators. $\mathcal{N}_{r}$ becomes an r-Banach operator ideal with respect to the quasi-norm

$$
\left\|T \mid \mathcal{N}_{r}\right\|=\inf \left\{\left(\sum_{i=1}^{\infty}\left\|a_{i}\right\|^{r} \cdot\left\|y_{i}\right\|^{r}\right)^{\frac{1}{r}}\right\} \quad \text { for } T \in \mathcal{N}_{r}(E, F)
$$

where the infimum is taken over all possible representations.
If $r=1, \mathcal{N}_{r}=\mathcal{N}_{1}=: \mathcal{N}$ is a Banach operator ideal and we simply speak of nuclear operators in this situation.

Remark B.2.9. $\mathcal{N}_{r}$ is the smallest $r$-Banach operator ideal.
Now, given $T \in \mathcal{N}(E), E$ a Banach space, the natural idea to extend the $\operatorname{trace} \operatorname{tr}$ on $\mathcal{F}$ as indicated by (1) would be to define

$$
\operatorname{tr}_{\mathcal{N}}(T)=\sum_{i=1}^{\infty}\left\langle y_{i}, a_{i}\right\rangle \quad \text { for } T=\sum_{i=1}^{\infty} a_{i} \otimes y_{i}, \quad\left(a_{i} \in E^{\prime}, y_{i} \in E\right) .
$$

Unfortunately this expression depends on the underlying representation of the operator $T$. This was a long outstanding problem finally solved by Enflo [27] who constructed a Banach space without approximation property.

A Banach space E has the approximation property (a.p.) if, given any precompact subset $M$ of $E$ and any $\epsilon>0$, there exists a finite rank operator $L \in \mathcal{F}(E)$ such that $\|z-L z\| \leq \epsilon$ for all $z \in M$.

Since the approximation property of a Banach space $E$ is equivalent to the estimate $\left|\operatorname{tr}_{\mathcal{N}}(T)\right| \leq\|T \mid \mathcal{N}\|$ for $T \in \mathcal{F}(E)$, by the trace extension theorem we observe

Proposition B.2.10. Considering the Banach operator ideal $\mathcal{N}$ restricted to the class of Banach spaces with a.p., the expression $\operatorname{tr}_{\mathcal{N}}$ defines a unique continuous trace.

However, this trace may behave rather strangely. Since the ideal components $\mathcal{N}\left(l_{p}\right), 1 \leq$ $p \leq \infty$, belong to $\mathcal{S}_{q}^{\text {eig }}\left(l_{p}\right)$ with the optimal eigenvalue type $\frac{1}{q}=1-\left|\frac{1}{2}-\frac{1}{p}\right|$ (see König [52]), the following situations occur.
$p=2$ (best eigenvalue type $l_{1}$ ). By the spectral-trace theorem we obtain Lidskij's wellknown spectral trace formula $\operatorname{tr}_{\mathcal{N}}(T)=\operatorname{tr}_{\lambda}(T)$ for $T \in \mathcal{N}\left(l_{2}\right)$ (see Reed/Simon [80]). (As a remark, the Hilbert space components $\mathcal{N}(H), H$ a Hilbert space, are the wellknown trace classes of Schatten.)
$p=1$ (worst eigenvalue type $l_{2}$ ). By Enflo [27] there exists an operator $S \in \mathcal{N}\left(l_{1}\right)$ with $\operatorname{tr}_{\mathcal{N}}(S)=1$ and $S^{2}=0$. Because the nilpotent operator $S$ does not possess any eigenvalue $\lambda_{0} \neq 0$, it is impossible to compute the trace $\operatorname{tr}_{\mathcal{N}}(S)$ from the trivial eigenvalue sequence $(0,0, \ldots)$. Thus, the trace $\operatorname{tr}_{\mathcal{N}}$ is not spectral.

We have noticed that even on the smallest Banach operator ideal $\mathcal{N}$ of nuclear operators over the class of (all) Banach spaces a well defined trace $\operatorname{tr}_{\mathcal{N}}$ does not exist. From this point of view, we now are interested in the smaller $r$-Banach operator ideals $\mathcal{N}_{r}(0<r \leq 1)$.

Due to the fact that the $r$-Banach operator ideal $\mathcal{N}_{r}$ belongs to $\mathcal{S}_{q}^{e i g}$ with $\frac{1}{q}=\frac{1}{r}-\frac{1}{2}$, we obtain $\mathcal{N}_{r} \subset \mathcal{S}_{1}^{e i g}$ for $0<r \leq \frac{2}{3}$, and hence there exists the spectral trace $\operatorname{tr}_{\lambda}$ on $\mathcal{N}_{r}$. Moreover, in this case it is known that

$$
\operatorname{tr}_{\mathcal{N}_{r}}(T)=\sum_{i=1}^{\infty}\left\langle y_{i}, a_{i}\right\rangle \quad \text { for } \quad T=\sum_{i=1}^{\infty} a_{i} \otimes y_{i} \in \mathcal{N}_{r}(E)
$$

defines a trace on $\mathcal{N}_{r}(E)$ over the class of (all) Banach spaces $E$. This trace turns out to be unique, and, therefore it coincides with the spectral trace on $\mathcal{N}_{r}$.

Summarizing the previous discussion, we point out that the smallest Banach operator ideal $\mathcal{N}$ of nuclear operators considered over the class of all Banach spaces does not possess a continuous trace. Even if we restrict the considerations to the class of Banach spaces with approximation property, the obtained trace fails to be spectral. Therefore, searching for spectral traces, we are necessarily led to the context of quasi-Banach operator ideals.

Let us now explain the connection of the concept of traces on quasi-Banach operator ideals with that one of determinants. In general, the link between traces and determinants is governed by the trace-determinant theorem (confer Grobler/Raubenheim/Eldik [45], Pietsch [73]).

Proposition B.2.11. (Trace-determinant theorem). There exists a one-to-one correspondence between continuous traces and continuous determinants on every quasi-Banach operator ideal.

Furthermore, the following result concerning the differentiation of determinants holds.
Proposition B.2.12. Let $\mathcal{A}$ be a quasi-Banach operator ideal admitting a continuous determinant $\delta$.

Suppose that the $\mathcal{A}(E)$-valued function $T(z)$ is defined on a domain of the complex plane. If $T(z)$ is complex-differentiable at a point $z_{0}$ with respect to the quasi-norm $\|\cdot \mid \mathcal{A}\|$, then the complex-valued function $\delta(I+T(z))$ is differentiable at $z_{0}$ as well.

In the particular case that $I+T\left(z_{0}\right)$ is invertible, the derivative is given by

$$
\frac{\partial}{\partial z}\left(\delta\left(I+T\left(z_{0}\right)\right)\right)=\tau\left(\left(I+T\left(z_{0}\right)\right)^{-1} \frac{\partial}{\partial z} T\left(z_{0}\right)\right) \delta\left(I+T\left(z_{0}\right)\right)
$$

where $\tau$ is the corresponding trace defined by $\tau(S):=\lim _{z \rightarrow 0} \frac{1}{z}(\delta(I+z S)-1)$ for $S \in \mathcal{A}(E)$.
As counterparts to the trace formulae, at last we state some results about the extensions of the determinant det on $\mathcal{F}$.

On the Banach operator ideal $\mathcal{N}$ of nuclear operators restricted to the class of Banach spaces with a.p. the unique determinant $\operatorname{det}_{\mathcal{N}}$ is described by

$$
\begin{aligned}
\operatorname{det}_{\mathcal{N}}(I+T)= & 1+\sum_{n=1}^{\infty} \alpha_{n}(T) \\
& \text { with } \alpha_{n}(T)=\frac{1}{n!} \sum_{i_{1}=1}^{\infty} \cdots \sum_{i_{n}=1}^{\infty} \operatorname{det}\left(\begin{array}{ccc}
\left\langle x_{i_{1}}, a_{i_{1}}\right\rangle & \cdots & \left\langle x_{i_{1}}, a_{i_{n}}\right\rangle \\
\vdots & & \vdots \\
\left\langle x_{i_{n}}, a_{i_{1}}\right\rangle & \cdots & \left\langle x_{i_{n}}, a_{i_{n}}\right\rangle
\end{array}\right)
\end{aligned}
$$

for $T=\sum_{i=1}^{\infty} a_{i} \otimes x_{i} \in \mathcal{N}(E)$.
For the $r$-Banach operator ideal $\mathcal{N}_{r}$ of $r$-nuclear operators over the class of all Banach spaces $\left(0<r \leq \frac{2}{3}\right)$ the above formula holds as well.

And again, on quasi-Banach operator ideals $\mathcal{A} \subset \mathcal{S}_{1}^{e i g}$ we obtain the spectral determinant $\operatorname{det}_{\lambda}$ given by $\operatorname{det}_{\lambda}(I+T)=\prod_{i}\left(1+\lambda_{i}(T)\right)$.

## Appendix C

## Supplement to the KP equation: The case of commuting parameters

For the sake of comparability, in this appendix we provide the proof of Theorem 3.2.1 in the particular case that the operator-valued parameters $A, B$ commute. Proposition C.1.13 has already been stated in [18], Proposition 5.1, but without proof. We use the opportunity to supplement this here.

However, note that in this simplified setting the proof can be obtained by an although lengthy but completely straightforward calculation.

Proposition C.1.13. Let $E$ be a Banach space and $A, B \in \mathcal{L}(E)$ with $[A, B]=0$.
Assume that $L=L(x, y, t) \in \mathcal{L}(E)$ is an operator-valued function which solves the base equations

$$
L_{x}=(A+B) L, \quad L_{y}=\frac{1}{\alpha}\left(A^{2}-B^{2}\right) L, \quad L_{t}=-4\left(A^{3}+B^{3}\right) L .
$$

Then, on $\Omega=\left\{(x, y, t) \in \mathbb{R}^{3} \mid(I+L)\right.$ is invertible $\}$, a solution of the non-abelian $K P$ (3.4), (3.5) is given by

$$
\begin{aligned}
U & =2 V_{x}, \\
W & =2 V_{y},
\end{aligned}
$$

where the operator-valued function $V=V(x, y, t) \in \mathcal{L}(E)$ is defined by

$$
V=(I+L)^{-1}(A L+L B) .
$$

Note that in the case of commuting parameter operators $A, B$, we also lose the freedom to choose the underlying Banach spaces independently.

Proof First recall that, by Lemma 3.2.2, it suffices to show that the operator-valued function $V=(I+L)^{-1}(A L+L B)$ solves the integrated version (3.13) of the non-abelian KP equation.

Next we introduce the abbreviations

$$
a=A+B, \quad b=\frac{1}{\alpha}\left(A^{2}-B^{2}\right), \quad c=-4\left(A^{3}+B^{3}\right) .
$$

Note that $c$ actually is a function of $a, b$,

$$
\begin{equation*}
c=-\left(a^{4}+3 \alpha^{2} b^{2}\right) / a . \tag{C.1}
\end{equation*}
$$

With these abbrviations, the base equations simply read

$$
L_{x}=a L, \quad L_{y}=b L, \quad L_{t}=c L .
$$

Setting $M=(A L+L B)$, it is clear that $M$ satisfies the same base equations as $L$.
Next we state two simple auxiliary identities, where we use Lemma 1.2.4 and the base equations for the second, namely

$$
\begin{aligned}
(I+L)^{-1} L & =(I+L)^{-1}((I+L)-I)=I-(I+L)^{-1}=L(I+L)^{-1} \\
\left((I+L)^{-1}\right)_{x} & =-(I+L)^{-1} L_{x}(I+L)^{-1} \\
& =-(I+L)^{-1} a L(I+L)^{-1} \\
& =-(I+L)^{-1} a\left(I-(I+L)^{-1}\right)
\end{aligned}
$$

With $X=(I+L)^{-1}$, these auxiliary identities read

$$
\begin{align*}
X L & =I-X=L X,  \tag{C.2}\\
X_{x} & =-X a+X a X, \tag{C.3}
\end{align*}
$$

and analogously $X_{y}=-X b+X b X, X_{t}=-X c+X c X$.
After these preliminarities, we start with the calculation of the derivatives of $V=X M$. By the usual product rule, the base equations for $M$, and (C.3), we get

$$
\begin{aligned}
V_{x} & =X_{x} M+X M_{x} \\
& =(-X a+X a X) M+X a M \\
& =X a X M \\
& =X a V
\end{aligned}
$$

and

$$
\begin{aligned}
V_{x x} & =X_{x} a V+X a V_{x} \\
& =(-X a+X a X) a V+(X a)^{2} V \\
& =-X a^{2} V+2(X a)^{2} V .
\end{aligned}
$$

Analogously $V_{y}=X b V, V_{y y}=-X b^{2} V+2(X b)^{2} V$ and $V_{t}=X c V$. Finally we have to differentiate $V_{x x}$ once more with respect to $x$. Since

$$
\begin{aligned}
& \left((X a)^{2} V\right)_{x}=X_{x} a X a V+X a X_{x} a V+(X a)^{2} V_{x} \\
& \quad=(-X a+X a X) a X a V+X a(-X a+X a X) a V+(X a)^{3} V \\
& \quad=-X a^{2} X a V-X a X a^{2} V+3(X a)^{3} V
\end{aligned}
$$

and

$$
\begin{aligned}
& \left(X a^{2} V\right)_{x}=X_{x} a^{2} V+X a^{2} V_{x} \\
& \quad=(-X a+X a X) a^{2} V+X a^{2} X a V \\
& \quad=-X a^{3} V+X a X a^{2} V+X a^{2} X a V,
\end{aligned}
$$

we obtain

$$
V_{x x x}=X a^{3} V-3 X a X a^{2} V-3 X a^{2} X a V+6(X a)^{3} V
$$

To keep calculations as clear as possible, from now on we use the parameters $A, B$ and $a, b$, $c$ simultaneously. The following identity is the tool to control the nonlinear terms in (3.13). By the definitions of $V, M$, and (C.2),

$$
\begin{align*}
V X & =X(A L+L B) X \\
& =X A(L X)+(X L) B X \\
& =X A+B X-X a X . \tag{C.4}
\end{align*}
$$

It immediately yields

$$
\begin{aligned}
V_{x}^{2} & =X a V X a V \\
& =X a(X A+B X-X a X) a V \\
& =X a X a A V+X a B X a V-(X a)^{3} V
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
V_{t} & +6\left(V_{x}\right)^{2}+V_{x x x} \\
& =X\left(c+a^{3}\right) V+3 X a X\left(2 a A-a^{2}\right) V+3 X\left(2 a B-a^{2}\right) X a V \\
& =X\left(c+a^{3}\right) V+3(X a X(\alpha b)-X(\alpha b) X a) V
\end{aligned}
$$

where we have used

$$
\begin{aligned}
& (2 A-a) a=(2 A-(A+B))(A+B)=A^{2}-B^{2}=\alpha b \\
& (2 B-a) a=(2 B-(A+B))(A+B)=-\left(A^{2}-B^{2}\right)=-\alpha b
\end{aligned}
$$

As a consequence,

$$
\begin{aligned}
\left(V_{t}+\right. & \left.6\left(V_{x}\right)^{2}+V_{x x x}\right)_{x} \\
=\quad & X_{x}\left(c+a^{3}\right) V+X\left(c+a^{3}\right) V_{x} \\
& +3\left(X_{x} a X(\alpha b) V+X a X_{x}(\alpha b) V+X a X(\alpha b) V_{x}\right) \\
& \quad-3\left(X_{x}(\alpha b) X a V+X(\alpha b) X_{x} a V+X(\alpha b) X a V_{x}\right) \\
= & (-X a+X a X)\left(c+a^{3}\right) V+X\left(c+a^{3}\right) X a V \\
& +3((-X a+X a X) a X(\alpha b)+X a(-X a+X a X)(\alpha b)+X a X(\alpha b) X a) V \\
& -3((-X a+X a X)(\alpha b) X a+X(\alpha b)(-X a+X a X) a+X(\alpha b) X a X a) V \\
=\quad & -X\left(c+a^{3}\right) a V+X a X\left(c+a^{3}\right) V+X\left(c+a^{3}\right) X a V \\
& \quad-3 X a^{2} X(\alpha b) V-3 X a X a(\alpha b) V+6 X a X a X(\alpha b) V+3 X a X(\alpha b) X a V \\
& +3 X a(\alpha b) X a V+3 X(\alpha b) X a^{2} V-3 X a X(\alpha b) X a V-6 X(\alpha b) X a X a V \\
=\quad & X\left(c+a^{3}\right) a V \\
& +X a X\left(c+a^{3}-3 a(\alpha b)\right) V+X\left(c+a^{3}+3 a(\alpha b)\right) X a V \\
& +3\left(X(\alpha b) X a^{2}-X a^{2} X(\alpha b)\right) V \\
& +6\left((X a)^{2}(X(\alpha b))-(X(\alpha b))(X a)^{2}\right) V .
\end{aligned}
$$

Using (C.1) and $a^{-1}(\alpha b)+a=(A+B)^{-1}\left(A^{2}-B^{2}\right)+(A+B)=2 A$ or, with the other sign, $a^{-1}(\alpha b)-a=(A+B)^{-1}\left(A^{2}-B^{2}\right)-(A+B)=-2 B$, we infer

$$
\begin{aligned}
\left(c+a^{3}\right) a & =-3(\alpha b)^{2} \\
c+a^{3}+3 a(\alpha b) & =-3(\alpha b)\left(a^{-1}(\alpha b)-a\right)=6(\alpha b) B \\
c+a^{3}-3 a(\alpha b) & =-3(\alpha b)\left(a^{-1}(\alpha b)+a\right)=-6(\alpha b) A
\end{aligned}
$$

Inserting these yields

$$
\begin{aligned}
& \left(V_{t}+6\left(V_{x}\right)^{2}+V_{x x x}\right)_{x}=3 X(\alpha b)^{2} V \\
& \quad+6(X(\alpha b) B X a-X a X(\alpha b) A) V+3\left(X(\alpha b) X a^{2}-X a^{2} X(\alpha b)\right) V \\
& \quad+6\left((X a)^{2}(X(\alpha b))-(X(\alpha b))(X a)^{2}\right) V
\end{aligned}
$$

By (C.4) we get for the remaining nonlinear term

$$
\begin{aligned}
{\left[V_{x}, V_{y}\right]=} & X a V X b V-X b V X a V \\
= & X a(X A+B X-X a X) b V-X b(X A+B X-X a X) a V \\
= & (X a X b A-X b B X a) V+(X a B X b-X b X A a) V \\
& \quad+\left(X b(X a)^{2}-(X a)^{2} X b\right) V
\end{aligned}
$$

and thus

$$
\begin{aligned}
& \left(V_{t}+6\left(V_{x}\right)^{2}+V_{x x x}\right)_{x}+6 \alpha\left[V_{x}, V_{y}\right]= \\
& =3 X(\alpha b)^{2} V+3\left(X(\alpha b) X a^{2}-X a^{2} X(\alpha b)\right) V \\
& \quad+6(X a B X(\alpha b)-X(\alpha b) X A a) V \\
& =\left(-3 \alpha^{2} V_{y y}+6(X(\alpha b))^{2} V\right)+3\left(X(\alpha b) X a^{2}-X a^{2} X(\alpha b)\right) V \\
& = \\
& =-3 \alpha^{2} V_{y y}+6 X(\alpha a B X(\alpha b)-X(\alpha b) X A a) V \\
& \quad+3\left(X(\alpha b) X\left(a^{2}-2 a A\right)-X\left(a^{2}-2 a B\right) X(\alpha b)\right) V \\
& =-3 \alpha^{2} V_{y y} \quad \\
& \quad+3\left(X(\alpha b) X\left(a^{2}-2 a A+(\alpha b)\right)-X\left(a^{2}-2 a B-(\alpha b)\right) X(\alpha b)\right) V .
\end{aligned}
$$

To see that the term in the brackets vanishes, we just have to use $\alpha b+a^{2}=2 a A$, $\alpha b-a^{2}=-2 a B$ once again. This completes the proof.
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[^0]:    ${ }^{1}$ For illustration, the determinant to be expanded has the form
    $\left|\begin{array}{ccc|ccc}0 & 0 & 0 & \gamma & 0 & 0 \\ 0 & 0 & 0 & * & \gamma^{2} T_{11}^{\langle 3\rangle} & \gamma T_{1 j}^{\langle 3\rangle} \\ 0 & 0 & 0 & * & \gamma T_{i 1}^{\langle 3\rangle} & T_{i j}^{\langle 3\rangle} \\ \hline \gamma & * & * & 1 & * & * \\ 0 & \gamma^{2}\left(T_{11}^{\langle 3\rangle}\right)^{\prime} & \gamma\left(T_{j 1}^{\langle 3\rangle}\right)^{\prime} & * & \gamma^{2} f_{1}^{\langle 3\rangle} \otimes f_{1}^{\langle 3\rangle} & \gamma f_{j}^{\langle 3\rangle} \otimes f_{1}^{\langle 3\rangle} \\ 0 & \gamma\left(T_{1 i}^{\langle 3\rangle}\right)^{\prime} & \left(T_{j i}^{\langle 3\rangle}\right)^{\prime} & * & \gamma f_{1}^{\langle 3\rangle} \otimes f_{i}^{\langle 3\rangle} & f_{j}^{\langle 3\rangle} \otimes f_{i}^{\langle 3\rangle}\end{array}\right|$

[^1]:    ${ }^{2}$ For illustration, in summary we now have observed

    $$
    \left|S^{\langle 4\rangle}\right|=\left|\begin{array}{cc}
    0 & T^{\langle 4\rangle} \\
    \left(T^{\langle 4\rangle}\right)^{\prime} & f^{\langle 4\rangle} \otimes f^{\langle 4\rangle}
    \end{array}\right|=\left|\begin{array}{cc|cc}
    0 & 0 & \widehat{T}_{11} & \Psi_{j} \widehat{T}_{1 j} \\
    0 & 0 & \Phi_{i} \widehat{T}_{i 1} & \Phi_{i} \Psi_{j} \widehat{T}_{i j} \\
    \hline \widehat{T}_{11}^{\prime} & \Phi_{j} \widehat{T}_{j 1}^{\prime} & \widehat{f}_{1} \otimes \hat{f}_{1} & \Psi_{j} \hat{f}_{j} \otimes \hat{f}_{1} \\
    \Psi_{i} \widehat{T}_{1 i}^{\prime} & \Psi_{i} \Phi_{j} \widehat{T}_{j i}^{\prime} & \Psi_{i} \hat{f}_{1} \otimes \widehat{f}_{i} & \Psi_{i} \Psi_{j} \widehat{f}_{j} \otimes \widehat{f}_{i}
    \end{array}\right|
    $$

[^2]:    ${ }^{1}$ Illustration of the cases which had to be treated separately in the proof of Lemma A.3.5. The first matrix is a scheme for the calculation of $A\left(V_{A} W_{B}\right)$, the second for $\left(V_{A} W_{B}\right) B$.

    $$
    \left.\left(\begin{array}{ccc}
    \times & a) \\
    & \ddots & \\
    c_{1} & & \times \\
    \bullet & \ldots & \times
    \end{array}\right) \quad\left(\begin{array}{ccc}
    0 \times & a) \\
    \vdots & \ddots & \\
    0 & \ddots & \times \\
    0 & \left.c_{2}\right) & \times \\
    0 & &
    \end{array}\right) \quad \times: b\right) \quad \begin{array}{ll}
    \left.\bullet: d_{1}\right) \\
    \left.0: d_{2}\right)
    \end{array}
    $$

