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Characterization of data

• N independent measurements 

• x1..x2..x3..x4…….xN

• Sum  ≡  𝑖=1
𝑁 𝑥𝑖

• Experimental mean   𝑥 ≡   𝑁

• Frequency distribution function 𝐹(𝑥) ≡
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡ℎ𝑒 𝑜𝑐𝑐𝑢𝑟𝑒𝑛𝑐𝑒𝑠 𝑜𝑓 𝑡ℎ𝑒 𝑣𝑎𝑙𝑢𝑒 𝑥

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡𝑠 (=𝑁)

•  𝑥=0
∞ 𝐹 𝑥 = 1

• 𝑥 =  𝑥=0
∞ 𝑥𝐹(𝑥) (by using Frequency distribution function)
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Characterization of data
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Characterization of data

𝑑𝑖 = 𝑥𝑖 −  𝑥 residual

 𝑖=1
𝑁 𝑑𝑖=0
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Characterization of data

• 𝜀𝑖 ≡ 𝑥𝑖 − 𝜇 deviation (real mean)

• 𝑠2 ≡ 𝜀2 =
1

𝑁
 𝑖=1
𝑁 𝑥𝑖 − 𝜇 2

(Variance) or 𝑠2 =  𝑥=0
∞ 𝑥 − 𝜇 2 F x or

𝑠2 = 𝑥2-𝜇2

• 𝑠2 =
1

𝑁−1
 𝑖=1
𝑁 𝑥𝑖 −  𝑥 2

(using sample mean)

• Any set of data can be completely described by its frequency distribution function F(x)

• Particular if interested are: sample mean and sample variance

µµ   2

 𝑥
s2

Population
sample
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Statistical models

• (The binomial distribution)

• The Poisson distribution “discrete distribution”

Used where events occur randomly and independent in space or time

• The normal distribution “continuous distribution”

• Central limit theorem (CLT)

• Sum (mean value) of a sufficient number of independent and identically distributed random variables is 
approximately normally distributed
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Statistical models

• The Poisson distribution

• 𝑃 𝑥 =
𝜇 𝑥𝑒−𝜇

𝑥!
 𝑥=0
𝑛 𝑃 𝑥 = 1

• Mean value  𝑥=0
𝑛 𝑥𝑃 𝑥 = 𝜇

• Distribution variance 2 ≡  𝑥=0
𝑛 𝑥 −  𝑥 2P(x)= 𝜇

• Distribution standard deviation = 𝜇
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Statistical models

• The standard normal distribution YN(0,1) (tabulated)

•  𝑥 = 0, 𝜎 = 1

• 𝑃 𝑥 =
1

2𝜋
𝑒−

𝑥2

2

• The normal distribution XN(𝜇, 𝜎)

• 𝑷 𝒙 =
𝟏

𝝈 𝟐𝝅
𝒆
− 𝒙−𝜇 𝟐

𝟐𝝈𝟐

• Transformation from X to Y is by; 𝑌 =
𝑋−𝜇

𝜎
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Statistical models

• Approximation of Poisson distribution by the normal approximation (Gaussian app.)

=  𝑥
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Statistical models

• Finding the probability in-between interval
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Statistical models

• Finding the probability in-between interval, example

• If X∈ 𝑁 3,16 then P(4≤ 𝑋 ≤ 8) = P(
4−3

4
≤

𝑋−3

4
≤

8−3

4
) =

∅(1.25)-∅ 0.25 = 𝑡𝑎𝑏𝑢𝑙𝑎𝑡𝑒𝑑 = 0.8944 − 0.5987

=0.2957
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Statistical models

• Confidence interval for means with known variances

The interval is given by: The number of probability is given by 1- 𝛼
𝑧  𝛼 2 is tabulated
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Statistical models 

• Confidence interval for means with known variances

90% confidence interval result in an 𝛼 =
0.1 (0.9=1- 𝛼) and 𝑧  𝛼 2= 1.646 

Let µ=5 computer simulation of the interval 
gives:
13 of 15 simulated interval contain µ=5 (86%) 
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Statistical models

• Confidence interval for means with estimated variances, t distribution

r is the degree of freedom r=n-1, large number of 
r result in normal distribution
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Statistical models

• Confidence interval for means with estimated variances, t distribution

n=20 assume that the population is normal 
distributed

if n is larger than 30, nonnormal distribution can be 

approximated with normal distribution and by t student 

distribution, Central limit theorem (CLT)
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Error propagation

• The error propagation formula: 𝜎𝑓
2=

𝜕𝑓

𝜕𝑥

2
𝜎𝑥

2+
𝜕𝑓

𝜕𝑦

2
𝜎𝑦

2+
𝜕𝑓

𝜕𝑦

2
𝜎𝑧

2…………,      

f(x,y,z,…)

• Valid only if the variables x,y,z…. is independet
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Error propagation

• Data processed by multiplication, addition or other functional manipulation

• Addition and Subtraction: f = x + y or f = x - y

•
𝜕𝑓

𝜕𝑥
= 1

𝜕𝑓

𝜕𝑦
= ±1

• 𝜎𝑓
2 = 1 2𝜎𝑥

2+ ±1 2𝜎𝑦
2

• 𝜎𝑓 = 𝜎𝑥
2+𝜎𝑦

2
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Error propagation

• Example

• Z=x-y net counts= total count-background counts

Total counts =1071 (x)

Background counts=521 (y)

Net counts =550 (z)

𝜎𝑥 = 𝑥 (Distribution standard deviation = 𝜇)
𝜎𝑦 = 𝑦

𝜎𝑧 = 𝑥 + 𝑦 = 1592 = 40

Net counts= 550±40
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Error propagation

• Multiplication or Division by a Constant

• 𝑓 = 𝐴𝑥

•
𝜎𝑓

𝜎𝑥
= 𝐴

• 𝜎𝑓 = 𝐴𝜎𝑥
• g=x/B

• 𝜎𝑔 =
𝜎𝑥

𝐵

• Conclusion the fractional error is the same by examine the 
𝜎𝑓

𝑓
,
𝜎𝑔

𝑔
and compare with

𝜎𝑥

𝑥

• Count rate≡ 𝑟 =
𝑥

𝑡
x=1120 t=5s   r=1120/5=224 s-1 𝜎𝑟 =

𝜎𝑥

𝑡
=

1120

5
= 6.7 r=224±6.7
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Error propagation

• Multiplication or Division of counts

• f=xy or g=
𝑥

𝑦

•
𝜎𝑓

𝜎𝑥
= 𝑦

𝜎𝑓

𝜎𝑦
= 𝑥 𝑡ℎ𝑒 𝑒𝑟𝑟𝑜𝑟 𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛 𝑓𝑜𝑟𝑚𝑢𝑙𝑎 𝜎𝑓

2 = 𝑦2𝜎𝑥
2 + 𝑥2𝜎𝑦

2

• Divide with f2=x2y2

•
𝜎𝑓

𝑓

2
=

𝜎𝑥

𝑥

2
+

𝜎𝑦

𝑦

2
fractional error, gives the same result for division 

𝜎𝑔

𝑔

2
=

𝜎𝑥

𝑥

2
+

𝜎𝑦

𝑦

2
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Error propagation

• Example

• count from source 1  N1=16265

• count from source 2  N2=8192

• Activity ratio R=N1/N2=1.985

•
𝜎𝑅

𝑅

2
=

𝑁1

𝑁1
2+

𝑁2

𝑁2
2=1.835x10-4      𝜎𝑅

𝑅
=0.0135 𝜎𝑅 = 0.027 R=1.985±0.027
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Error propagation

• Mean value of Multiple Independent Counts

The xi value can be single sample or multiple 

sample. If the measurement period in both cases 

are the same so the total number of particles are 

equal then the mean value and the standard 

deviation are equal. To improve the statistical 

precision by a factor 2, the number of sample (N) 

must be increased by a factor 4
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Error propagation
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Optimization of counting experiments

Measurement of a long-lived radioactive source in the present of a steady-state background

TS+B=measurement time for both background and source

TB= just background
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Optimization of counting experiments

How should we chose the fraction regarding TS+B and TB

to get a minimum standard deviation?

T= TS+B+ TB (constant)

𝑑𝜎𝑠 = 0 𝑙𝑜𝑐𝑎𝑙 𝑚𝑖𝑛
dTS+B=-dTB

How to chose T?
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Energy Resolution

H0 is the average pulse height

If the same number of pulses are measured the 

are under the two graphs is equal
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Energy Resolution

For Normal distribution with the 

standard deviation of  the 

FWHM=2.35*

The energy resolution for a 

semiconductor detector could be 

less than 1%

Detector using scintillator show a 

energy resolution of 3-10%
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Energy Resolution

• If we assume the formation (in the detector)  of each charge carrier is a Poisson process. 

Then a total number of N carrier generated in average, one would expect a standard 

deviation of 𝑁. 

• The average pulse amplitude H0=KN, =K 𝑁 K is a proportionality constant

• R Poisson limit=
𝐹𝑊𝐻𝑀

𝐻0
=

2.35𝐾 𝑁

𝐾𝑁
=

2.35

𝑁
R better than 1%, N must be greater than 55 000

• Careful measurements on energy resolution on different radiation detectors have shown 

that the resolution is better than predicted with a factor of 3 to 4.

• The Fano Factor have been introduced to quantify the departure of this observation.
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Energy Resolution

• R statistical limit=
2.35𝐾 𝑁 𝐹

𝐾𝑁
= 2.35

𝐹

𝑁

• The sum of all losses in the detector must be equal to the initial particles energy, which is 

not an independent process, resulting that F must be less than 1

• (FWHM) 2 overall= (FWHM) 2 statistical+ (FWHM) 2 electronic+.........
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Detection Efficiency

• Absolute and intrinsic efficiency

• abs=
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑢𝑙𝑠𝑒𝑠 𝑟𝑒𝑐𝑜𝑟𝑑𝑒𝑑

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 𝑞𝑢𝑎𝑛𝑡𝑎 𝑒𝑚𝑖𝑡𝑡𝑒𝑑 𝑏𝑦 𝑠𝑜𝑢𝑟𝑐𝑒

• int=
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑢𝑙𝑠𝑒𝑠 𝑟𝑒𝑐𝑜𝑟𝑑𝑒𝑑

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 𝑞𝑢𝑎𝑛𝑡𝑎 𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡 𝑜𝑛 𝑑𝑒𝑡𝑒𝑐𝑡𝑜𝑟

• For an isotropic source abs= int(4𝜋/Ω) where Ω is the solid angle of the detector.
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Detection Efficiency

The intrinsic peak efficiency,

ip=
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑢𝑙𝑠𝑒𝑠 𝑟𝑒𝑐𝑜𝑟𝑑𝑒𝑑 𝑖𝑛 𝑡ℎ𝑒 𝑝𝑒𝑎𝑘

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 𝑞𝑢𝑎𝑛𝑡𝑎 𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡 𝑜𝑛 𝑑𝑒𝑡𝑒𝑐𝑡𝑜𝑟
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Detection Efficiency

• S is the number of emitted radioactive quanta from the source



Mittuniversitetet

Dead Time

Two different models:

• Paralyzable

• Nonparalyzable
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Dead Time

• Nonparalyzable

• Paralyzable

Not possible to find n explicitly, must be solved 

numerical
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Dead Time

Guideline: When losses are greater than 30-40% a system with 

smaller dead time should be used 
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Dead Time

• Measurement of dead time, the two source method.

• Observing the count rate from two sources individual and in combination.

• The counting losses are nonlinear

• Source 1 and source 2, assume a nonparalyzable system

n1, n2, n12, nb true counting rate, nb is 

the background

m1, m2, m12, mb measured counting 

rate, mb is the background


