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Abstract—Wireless asymmetric Internet access with a down-
link peak bit rate of 10 to 30 Mb/s can be achieved by using
the terrestrial digital video broadcasting system (DVB-T) as a
supplemental downlink together with today’s cellular systems.
This paper is a study of dynamic radio resource management
on a packet-by-packet basis for this broadband downlink. The
dynamic single frequency networks (DSFN) scheme is evaluated.
It exploits the macrodiversity capability of the OFDM modulation
scheme. The transmitters are dynamically divided into groups of
transmitters that send the same information at the same channel
frequency simultaneously. The fairly shared spectrum efficiency
(FSSE), in bits per second per Hertz per site, which is a combined
measurement of maximum throughput and fairness, is evaluated
for best-effort traffic. DSFN improves the FSSE by 100% to 370%,
for a certain set of test cases, in comparison to the dynamic packet

TABLE |
TECHNICAL DETAILS FOR DAB AND DVB-T
DAB DVB-T
Adopted: 1995 1997

Net bit rate R per
frequency channel:

576 - 1152 kbit/s

4.98 - 31.67 Mbit/s

Channel separation B:

1.712 MHz

8 MHz

Link level spectrum
efficiency R/B:

0.34 - 0.67 bit/s/Hz

0.62 - 4.0 bit/s/Hz

Freq. range of today’s 174 -240 MHz, 470 - 862 MHz
receivers: 1452 - 1492 MHz.

Maximum traveling About 200 - 600 km/h |36 - 163 km/h
speed: [4] (53 - 185 km/h) *
OFDM sub-carrier DQPSK QAM, 16QAM or

modulation;

64QAM

assignment (DPA) scheme, which combines packet scheduling
with dynamic channel assignment (DCA).

Number of sub-carriers:

192, 384, 768 or 1536

1705 or 6817

Inner Forward Error

Convolutional coding

Convolutional coding

Index Terms—DPA, DSFN, DVB-T, fairness, FSSE, macrodiver- Correction Coding (FEC): | with code rates 1/4, 3/8 | with rates 1/2, 2/3, 3/4,
sity, OFDM, scheduling, SFN. or 1/2 5/6 or 7/8.
Outer FEC: None RS(204,188,t=8)

Convolutional interl. of | Convolutional interl. of
depth 384 ms depth 0.6 - 3.5 ms

¢ With moditied receiver for FFT leakage equalization. [5]

Outer bit-interleaving
(time interleaving):

I. INTRODUCTION

OPULAR Internet applications, such as WWW, Interne.
radio, and thin clients, are characterized dgymmetric
communicationi.e., a much higher data rate to the user termin&lurope, Australia, and Asia. DAB can offer a net bit rate of
than from it. Especially in wireless communication, the limited.2 Mb/s. DVB-T offers about 24 Mb/s to stationary receivers
battery capacity makes high uplink data rates less interestigh directional antennas and 12 Mb/s to mobile receivers with
than high downlink rates. However, cellular communication sysmnidirectional antennas. For technical details, see Table I.
tems for wide-area coverage (such as GSM and WCDMA) areSince infrastructure already exists, personal communications
not designed with the asymmetric communication in mind, sinsgstems based on these technologies would require minimal
the uplink and downlink bands have equal capacity. initial infrastructure investments. It is expected that low-cost
To increase the downlink capacity in theneral packet radio equipment will be available for these technologies in a few years
service(GPRS) cellular system, a broadbandhogonal fre- ard that radio spectrum will be free, especial if the analog
guency division multiple§OFDM) supplemental downlink was TV transmissions are shut down in the end of this decade, in ac-
proposed in [1]. The proposal supports up to 10 Mb/s in micreéordance with plans in some countries.
cellular environments, over 5-MHz wide channels. The OFDM The EU ACTS project Multimedia Environment for MObiles
modulation is chosen because of its ability to combat the frEMEMO) [6] delivered a complete system specification for in-
guency selective fading aridtersymbol interferenc@Sl) due teractive services in the DAB system. This includes cellular In-
to multipath propagation, without the need of complex equdkrnet access, by using the DAB system as broadband downlink,
ization. and the GSM system as narrowband uplink. A combination of
A more evolutionary approach is to use broadband OFDBIVB-T and GSM was demonstrated in tBABINApilot project
radio technology for wide-area coverage existing on the mark&ystem for Asymmetric Broadband INternet Accggs [8],
today, instead of inventing a new air interface. Tigital audio initiated by the Swedish national broadcasting company Ter-
broadcasting (DABYystem Eureka 147 [2] has considerablacom AB.
coverage in Europe and Canada. Thgestrial digital video ~ Theradio resource manageme(RRM) in today’s MEMO
broadcasting system DVB-T) [3] is rapidly expanding in specifications for DAB is conventional. It is based tired
channel allocation(FCA), with frequency division multiple
accesg{FDMA), static handover criteria (i.e., static cell forma-
Manuscript received December 17, 2000; revised June 26, 2001. tions), and no power control [9], [10]. All DAB transmitters are
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A major challenge in the design of cellular systems is to utservices for CDMA and TDMA-based cellular systems, this is
lize the base station equipment and the limited frequency speéeandled by negotiating and allocating the radio resources be-
trum as efficiently as possible. A substantial improvement édre every burst of data packets. Thus the average interference
the system levespectrum efficiencymaximum throughput in is controlled on aurst-by-bursbasis [15].
bits per second per Hertz per base station site) can be achieveflince our task is to design RRM only for the downlink, it is
by dynamic RRMechniques, such alynamic channel alloca- possible to perform fast interference avoidance paeket-by-
tion (DCA), link adaptationii.e., change of modulation schemepacketbasis, instead of on a burst-by-burst basis, without ex-
and forward error correction coding) atrdffic adaptive han- tensive wireless signaling. This means that we can even further
dover(also known asell breathingor load balancing. A draw-  utilize the bursty nature of packet mode communication by per-
back with DCA is that it may require a large number of freforming RRM for each data packet and each time slot individ-
guency channel units at every base station site. High spectruaily and combine the RRM withtatistical multiplexingi.e.,
efficiency in bits per second per Hertz per site, and thus dgiata packet scheduling.
namic schemes such as DCA, are desirable if at least one of th&#he DSFN scheme performs a packet-by-packet RRM. A
following conditions are satisfied: 1) the number of frequenasentralized scheduling algorithm changes the SFN grouping
channels is insufficient for making an FCA cell plan with suffrom time slot to time slot and assigns each data packet to an
ficiently low cochannel interference level or 2) the base stati®FN and a time slot.
site cost, alternatively the frequency cell planning cost, domi- The system model and performance measures are defined
nates over the cost for frequency channel units and additioimalSection lll. This includes a simplified model of best-effort
system complexity due to DCA. The first criteria may be valitraffic and a combined measurement of spectrum efficiency and
for a DVB-T-based cellular system in some regions today, afarness, calledairly shared spectrum efficien¢ff SSE).
the second criteria is expected to be valid during future expan-For reference, DSFN is compared with a fixed channel al-
sion of the system toward a micro-cellular structure. location (FCA) system with static handover, similar to today’s

The aim of this study is to propose and evaluate dynamiEMO standard, as well as with traffic adaptive handover, i.e.,
RRM schemes for nonrealtime packet mode communicatiasll breathing; see Section V-A.
over an OFDM-based downlink. The schemes are evaluated foDSFN is also compared with tlt/namic packet assignment
the DVB-T case regarding spectrum efficiency, fairness, aiidPA) scheme [1], which was proposed by AT&T Labs for the
computational complexity. OFDM downlink mentioned above. DPA performs DCA and

In today’s digital cellular systems, interference fluctuationscheduling of each data packet individually; see Section V-B.
are handled by so-calledterference averaging.g., frequency  Results and conclusions are presented in Sections VI and VII.
hopping or DS-CDMA. This is not possible in DVB-T, without a
major change of existing hardware. However, that should not be
considered as a problem. On the contrary, it was shown by Pottie
[11] thatinterference avoidanday DCA and power reservation
can perform a factor 2 to 3 better spectrum efficiency than in- For pedagogical reasons, the basic principles of DSFN are
terference averaging techniques. presented before the system simulation model and performance

Interference avoidance by resource reservation requires sgreasures are formally defined in Section 111
chronized and centrally controlled base stations. Centralized reThe base station transmitters are divided into SFNs, i.e.,
source reservation for packet mode communication is complgsoups of transmitters that send the same information at
for a duplex system, but alluring in our case since the task onlytiee same channel frequency simultaneously. (The term SFN
to design RRM for the downlink. A centralized downlink systenariginates from the broadcasting world, where a network is a
can gather information about the destinations of all data packgteup of transmitters that send the same TV or radio program.
in the queues without a multiple access protocol. In the cellular systems tradition, SFNs are referred to as a kind

The DVB-T system is designed to facilitadngle frequency of transmitter macrodiversitgr simulcasting)
networks (SFN)i.e., groups of transmitters sending the same SFNs are facilitated by the OFDM modulation scheme, since
information simultaneously over the same frequency chann@FDM avoids intersymbol interference (ISI) and coops with
resulting in good coverage of a region and efficient frequengequency-selective fading caused by this severe form of mul-
utilization for broadcasting services. The OFDM modulatiotipath propagation. SFNs are difficult to achieve with a conven-
scheme avoids interference due to this transmitter macro divéonal modulation scheme, since complex equalization would be
sity, if the base station transmitters are sufficiently close.  required.

In our previous work [12]-[14] we introduced the concept of By the term DSFN we mean that the SFN grouping is
dynamic single frequency networld3SFN), where SFNs are changed from time slot to time slot and adopted to the receiver
utilized for personal communication services by adopting tlenditions. A large number of base station transmitters can be
SFN grouping to the receiver conditions. For an overview @fssigned to a receiver terminal in an exposed position, and thus
DSFN, see Section Il. For further details on the algorithms, seechannel interference can be avoided. The channel can be
Section IV. reused at shorter distance if the receiver is positioned nearby

Packet mode cellular systems have a potential of high spectransmitter.
trum efficiency because of the ability to adapt the data rate forA simple example: (See Fig. 1.) A system consists of two
nonrealtime services to the interference level. In the packet datachronized and centrally controlled base station transmitters,

Il. THE CONCEPT OFDYNAMIC SINGLE FREQUENCY
NETWORKS (DSFN)
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The OFDM scheme allows the receiver to measure the path
loss from all neighboring transmitters simultaneously, by means
of orthogonal transmitter identification codes, or by assigning
different pilot subcarriers to different transmitters. Based on
these measurements, a distributed algorithm executed in each
receiver terminal identifies thminimum SFNi.e., the set of
transmitters that is required for sufficient SIR; see Section IV-A.
The terminal reports the minimum SFN to a censiydtem con-

troller.
Timeskat 1 Timaalot 2 A centralized DSFN scheduling algorithm organizes the
s s N 2 s transmitters into SFNs separately for each time slot and
' " - frequency and assigns data packets to SFNs, time slots, and fre-
T SRS guency channels; see Section IV-B. Note that SIR calculations
Tx2: Fod Al B Ax® A Aol P At are only performed locally in the terminals.

However, in this paper the scheduling scheme does not choose
Fig. 1. A simple example of dynamic single frequency networks. Toghe frequency channel. Receiver-to-frequency channel assign-
Coverage map. Below: Data packet schedule, stating the packet destinationgyent is assumed to be handled by a separate algorithm.

Tx1 and Tx2, and five receiver terminals, Rx1 to Rx5, all as- [ll. M ODELS AND PERFORMANCEMEASURES
signed to the same fr_equency channel. The five receiver termi- \wave Propagation Model
nals are backlogged, i.e., there are data packets destined to them. _

During the first time slot, Tx1 and Tx2 send different infor- A SyStém consists of a sdtX of N centrally controlled
mation. This can only be received within the two inner circle@nd Synchronized base station transmitters, sending informa-
since the cochannel interference level is too high outside the 4P 10 the seRX of Vg, receiver terminals, using the same
cles. The schedule shows that during time slot 1, Tx1 and T¥&auency channel. The power from transmittee TX =

send data packets destined to receiver Rx1 and Rx2, respee-2: --+» N7z} atreceiverj € RX = {1,2, ..., Ng,} is

tively. During next time slot, both transmitters send the sanfdodeled as

information simultaneously, i.e., they are grouped to an SFN. PF, ;G ;

The SFN covers the whole ellipse and can therefore send data b= T ge. @)
packets destined to receiver Rx3 and Rx4. Receiver Rx5 cannot e

be covered and is in a state mitage where

The spectrum efficiencys R/B and R/2 B bit/s/Hz/trans- P,  transmitted power level from transmitter
mitter site during timeslot 1 and 2 respectively, whérés the d; ; distance between the transmitter and receiver;
transmitter useful bit rate anl is the channel bandwidth. The F; ; depends on the antenna gains, antenna heights, and the
spectrum efficiency averaged over the whole perioglg4B carrier frequency;
bit/s/Hz/site; see Section IlI-E. «@ propagation exponent;
The lowest average data rate that a receiver achieves durings; ; gain due to log-normal shadow fading.
this example is?/4 (obtained by Rx3 and Rx4). If all four back- The shadow fading gait0log;, G, ; is normally distributed
logged receivers that are not in outage would achieve this datih expectation 0 dB and standard deviatian
rate, the spectrum efficiency would B&/ 2B bit/s/Hz/site. This  In the simulation modeky = 4 andog = 8 dB.
is what we call the FSSE; see Section llI-F. In this paper, no power control is considered. All transmitters
DSFN enablesoft handovermeaning that when a receiverare either sending at the same full pow&r or blocked, i.e.,
terminal moves from one base station transmitter toward afR: = 0.
other, both transmitters send to the receiver awhile instead ofOmnidirectional transmitter and receiver antennas are con-
abruptly switching from the first to the second transmitter. So$idered, implying tha#; ; is constant and equal for all trans-
handover is robust toward sudden shadow fading of one of thnétters and receivers. In reality, some of the receiver antennas
transmitters. may be stationary directional UHF TV-antennas and sector an-
DSFN is also a way of introducing time slots and DCAennas may be used in the transmitters to increase the spectrum
into DVB-T, without keying of the transmitter power. All efficiency. We have chosen this model since the system must be
transmitters continuously transmit at constant power, and thesigned to handle the mobile case and since our task is to eval-
SFN grouping is changed from time slot to time slot. Thusiate dynamic RRM algorithms and not cell planning strategies.
transmitter equipment existing today may be used. The Nty transmitters in a system are positioned on concen-
DSFN simplifies the problem of packet-by-packet RRM sulific hexagons, so that each transmitter has the same distance
stantially. Since all transmitters send continuously using cof* to its six closest neighbors; see the example in Fig. 2. The
stant power, all transmitters that are not assigned to a certainaentralized system is surrounded by the & of external
ceiver can be considered as interferers. Hence, the interferetra@smitter sites positioned at hexagons at distanaeutside
level to a certain receiver can be analyzed without knowledffge outermost transmitter. Adjacent systems of transmitters use
of the traffic assigned to other transmitters. different frequency channels.large-scale handover algorithm
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——a—a C. DVB-T System Parameters
- -8 8
.. L] Dynamic RRM require thd@RM parametersuch as channel
CRL L L allocation, modulation, coding, and transmission power, can be
LR o B changed at certain time instants. Therefore, a timeslot structure
e is introduced into the DVB-T system. RRM parameters can be
S changed between the time slots but not in the middle of a time

slot. A time slot should consist of an integer number of OFDM

Fig. 2. Example of a system withiz, = 37 transmitters (filled circles) Symbols. The bit interleaving and error correction should not
positioned at three concentric hexagons and surrounded by transmitters ugipgead IP packets over several slots.

other frequency channels (nonfilled). df; = 0, the assigned receivers are L.
uniformly distributed in the shaded service area. We assume that a DVB-Trame consisting of 68 OFDM

symbols, is used as the time slot entity, that the OFDM guard

interval is 1/8 of the OFDM symbol duration, and that 1705

OFDM subcarriers are used. Thus, the timeslot is 17.136 ms.
assigns receivef to the system it?; ; > Py ;forvi € TX The following DVB-T transmission schemgise., combina-
andvi’ € TX®. The systenservice areas the set of geograph- tions of modulation and error coding, are evaluated: QPSK mod-
ical points that fulfills this large-scale handover criterion. Thalation with code rate 1/2, QPSK 2/3, 16 QAM 1/2, 16 QAM
service area is shaded in the figure, for a case without shad2i8, 64 QAM 1/2 and 64 QAM 5/6. These seven schemes are

fading. chosen because they give an integer number of MPEG transport
The Ny, receivers that are assigned to the system are ustream packets per time slot, and have low bit error probability
formly distributed within the service area of the system. for a Rayleigh channel model.
These are referred to as scheme numhbet 1 to 7. In this
B. Single Frequency Networks and Link Quality Model paper, no link adaptation is considered, ire.js the same for

An SFN is a set of one or several transmitters sending tﬁg transmitters.

same information simultaneously over the same frequenc a_ch t_ransm|SS|on scheme is characterized fykebit raFe
channel. The signal-to-interference ratio (SIR) at recejier £om (in biUs) and an SIR bound,,,. The RRM scheme strives

averaged over all OFDM subcarriers, is measured accordingfid€Serving resources such tigt> v, for all receivers. The
[16] SIR boundy,,, should include a margin for measurement data in-

accuracy, e.g., due to terminal motion since last measurement.
The margin should be based on the measured variance of the

Z P, jw; SIR, and chosen for a desired probability of T&Romatic re-
r icU; peat requesfARQ). A low ARQ probability is desirable, since
i the narrow-band back channel and the wired infrastructure ma
D Pt D Py —wig) + Lo causeal\gn dela e - ’
icly icU; 9 Y-
The SIR bounds,,, used in the simulations correspond to bit
Z Pij error probability 10t for a Rayleigh fading channel and are
n CYs (2) obtained from [3, Annex Al.
Z By ;4 Iew All'lP packets have equal length of 1500 bytes (the maximum
iCly payload of Ethernet frames) in the simulations.
The seven transmission schemes can transfer 7, 10, 15, 20,
23, 30, and 38 IP packets per timeslot, respectively. Here the
where . . L o
p . power from transmittef received in terminal DVB-T convolutional interleaving is assumed to be modified to
b i block interleaving by a simple reordering of the information

i ) . bytes before the interleaving and after the deinterleaving. This
Uj € TX  setof transmitters in the SEN assigned 1o reqoification increases the useful data rate by between 0% and
ceiver; (the useful signals); 11%, since less zero padding is required for avoiding that IP
I; = TX\U, setof transmitters assigned to other receivesackets are spread over several timeslots.
(the cochannel interferers) in the centralized

system;
wi,; €[0,1] weighting factor depending on the IS| anoD' External Interference Model and Outage Analysis
Doppler shift; Receiverj is said to be in a state oluitageif the RRM scheme
Ipxi, external interference power, includingjs not able to assign resources to the receiver for sufficient SIR
thermal noise as well as power from transg. ~ -, In our simulation model, outage can only be caused
mitters outside the centralized system. by external interference (noise and interference from transmit-
Iry, 5 is further discussed in Section II-D. ters outside the centralized system), since the dynamic RRM

In our simulations, we neglect ISI and Doppler shift. Thischeme can avoid all internal interference to a vulnerable re-
leads to the approximation in the last term of (2). ceiver. In the worst case, a DSFN scheme can assign all trans-
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mitters: € TX to the receiver. Thus, the outage probability fomterferers must be positioned at far distance, meaning that the
a DSFN system is defined as distance is similar to each receiver in the system.
Only transmission schemes that provide outage < 5%
. are considered.
Z P jw; The outage due to external interference is a cell planning issue
i < Ym and cannot be controlled by the dynamic RRM algorithms. Be-

Z Py (1 —w; ;) + Ipxs, 5 cause of this, we assume that the external interference has a level
\ corresponding to an outaggsrn(vrer) Of 5%, for a certain
( me. reference SIR bowhyres = v = 19.3 dB.

T

A
XDSFN(7m) = Pr

< Ym g ©) E. A Best-Effort Traffic Model for Spectrum Efficiency
Analysis

Only nonrealtimebest-effort trafficis considered, i.e., delay

Anon-SEN DCA scheme such as DPA can avoid interferenEsensmve communication without differentiated priorities or

to a vulnerable receiver by only sending with one transmitt qrshgl:calrlant.ees. del ai t simplifving th luati f
and block all other transmitters in the system. Thus, the outa e following model aims at simplifying the evaluation o

e . . X
probability for non-SFN systems has the following lower boun&%ax'mum throug'hpl.Jt and fa!rness. for best-effort traffic.
An active receiveis a terminal with at least one data packet

waiting in the system queues (in the literature sometimes called
abackloggederminal), and that isotin outage.

I Ext

max P, jwi, j RX is the set ofVg, active receivers.
XNosFN(7m) 2 Pr ZP‘ (1= wi )+ Tt s < Ym There is a density of, backlogged receiver terminals per
— b Bt J transmitter site in the system. Note that this figure includes re-
maxP; ceivers that are in outage. N
~ Pr{zi < ,ym}_ (4) During a period of terminal activity, the system transfers a
Text data burstto the terminal. Thewveragedata rate(in bits per

second) that terminglacquires during the data burst is denoted
_ ;. This is the maximunuser throughputhat the system can
Consequentlyxnosen(Ym) > xpsen(vm), i€, DSEN can gejiver. A terminal that does not require all of this available bit

improve the outage probability. o rate in the long run will rapidly alternate between active and
If the external interference is varying in timfs,; is defined passive state.

as the maximum external interference that can occur, rather thafgpe system levespectrum efficiencin bits per second per

the average external interference. The reason is that we do gtz per transmitter site of the system is a normalized measure

average the interference level by spread spectrum technolqgyihe average user throughput and is defined as
and thus the RRM scheme has to calculate SIR for the worst

case.
A question may arise whethghsry andynopsrn are com- n(w) A 1 E Z |~ M Ejcrx[r] (5)
parable. Specifically: Would the external interference be the NrxB JORX B

same if the external transmitters were continuously sending, for

example a DSFN system, as if they were belonging to a noncavhereB is the available radio spectrum bandwidth.

tinuously transmitting system such as a DPA? The answer is yes$n the simulations, anapshobr steady-statenodel is used.
because the RRM scheme must calculate with the worst caseAreonstant set of stationary active terminals is used in each sim-
terference level. The worst case scenario corresponds to thatifdtion, i.e., no data bursts are initiated or finished during a sim-
external transmitters are sending at full power, in the noncoutation. All users are constantly in a maximum throughput situ-
tinuous as well as the continuous case. ation.

If the external interference were neglected in the simulations,When several RRM schemes are compared, a more efficient
the system behavior would deviate considerably from a resstheme would result in higher user data rates but unchanged
world system. The outage probability would be zero, since RRdnsityw in back-logged terminals/transmitter. There are sev-
schemes such as DSFN and DPA can avoid all internal interal reasonable interpretations of this assumption: 1) The user
ference to a weak receiver, corresponding to infinite SIR. Theehavior is affected by the increased performance of the RRM
spectrum efficiency could be very high since it is possible tcheme, such that the user communicates the same amount
use a high code rate and a large number of modulation symbefgime, but transfers more data; 2) The market is affected by
without interference problems. the increased performance, so the amount of subscribers is

The external interference level is modeled as homogeneougreased. Each user transfers the same amount of data, but
i.e., the saméry, ; = Inx for all receiversj. An argument for at shorter time; and 3) The increased performance makes it
this simplification is that the system is very sensitive to externpbssible for the service provider to position the transmitters
interference, since external interference is not avoided or spréess dense. The number of subscribers is unaffected. Each user
by the RRM schemes. For a reasonable outage level the extetraisfers the same amount of data, but at shorter time.
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F. Fairness Analysis ~vx IS achieved. If the terminal requires a bigger SFN than
g}ﬁjnumber of centrally controlled transmitters, the algorithm
indicates that the terminal is in a state afitageby setting
Mj,m to the empty set.
The algorithm pseudocode follows:

We propose a combined performance measure of fairness
spectrum efficiency, which we call thfairly shared spectrum
efficiency(FSSE) in bits per second per Hertz per transmitt
site, and define

Mj,rn = @
do
(6) it M;., #TX
M; =M, U argmax F;;

This can be described as a normalized measure of the ming|ge { T XNM;,
imum throughput that a terminal achieves or a measure of the g, = .— &
part of the total system capacity that is equally shared among preak
all active terminals.

Dynamic RRM in combination with best-effort traffic may
cause absurd unfairness, if it is designed only with the objectiwile Z B Prog, j — Z Pl <vm.
to maximize the spectrum efficieney(and by that the average JCMy, m FCMy, m
user throughput and total system throughput). If several active O
terminals were contending about the same transmitter, the specFhe functionarg max;z;, here applied on a vector), is
trum efficiency would be maximized if the least “expensivetlefined as the indexof the largest element;, or the index to
terminal (e.g., the terminal at shortest distance from the trarie first of several equal elements with the largest value.
mitter) were allowed to use the whole resource without sharing Pros, ; iS the total received power in transmittgri.e., the
it with the others. Some terminals would suffer from starvatiosum of the nominator and denominator of (2).
corresponding td@'(w) = 0. The network service provider may If link adaptation should be supported, the algorithm is re-
lose income from making customers unsatisfied due to this ypeated for each transmission scheme
stable service quality. It can be proven that the algorithm minimizes the SFN size

On the other hand, equal resource sharing suchviagt = for a required SIR. Note that this is not always the same thing
F(w) is a waste of resources. We do not want to prevent a té&s maximizing the spectrum efficiency or FSSE. Those perfor-
minal from using a free time slot because it has already achiewsdnce measures are expected to be improved if the algorithm
higher data rate than other terminals, although it is impossildemodified to avoid using transmitters with high load, i.e., to
to assign the slot to any other terminal. perform traffic adaptive load balancing.

We strive atmax—min fairnes$17], which is a widely ac-
cepted compromise between the two above extreme strategissCentralized DSFN Scheduling Algorithm
Max-min fairness implies that the first priority is to maximize - Each receivey reports the minimum SFM; ,, to the central
the lowest average data ratethat an active terminal achieves system controller. A centralized scheduling scheme can assign
the second priority is to maximize the second lowest data ragta packets destined to termigab time slott and SFNU;.
etc. The data rates are max—min fair if and only if no data rateReference [18] shows that theax—min faires®bjective
r; can be increased without forcing a decrease in another rgi&cribed in Section IlI-F can be achieved by employfaig

/ 1 1-—
2 - E [NRX min 7‘]} = u E[min 7‘]} .
JERX

Flw) N B B JORX

of equal or lower value. queuing for example based onw&eighted round robiralgo-
In a max—min fair system, FSSE is maximal. This is the M@ithm. This comprises that the central system controller has a
tivation for the FSSE performance measure. separate first-come first-served data packet queue for each re-
ceiver. L; denotes the number of equally sized packets in the
IV. THE DSFN ALGORITHMS queue destined to receivgr

L ) . ) The scheduling algorithm is performed once per time slot.
Th_e basic prmmpl_es of DSFN were mt_rodu_ced m_Sectlon . The input parametergo the scheduling algorithm are: the
Details on the algorithms are presented in this section. set of centrally controlled transmittefEX; the transmission
o _ o o schememn; the minimum SFEN$M; ,,,; the number of equally
A. Distributed Algorithm for Identification of the Minimum  gjzed packets.; in the queue destined to receivefthe queue
SFEN length); and the maximum number of data packets per time slot
The minimum SFNM,; ,,, of receiverj and transmission £,

schemem is the minimum seM, ,, C TX of transmitters ~ The output parametersof the scheduling algorithm are:
assigned to the receiver, such that the required SIRis number of scheduled data packé{§2ij to each receiver

achieved. during the time slot; th&FN to receiver assignment vector
We propose the following distributed algorithm for the

identification of the minimum SFNA; ,,,. Start with an empty SFN2Rx;

setM; ,,. ExtendM; ,,, by the nonused transmitter that gives  a {n, if receiverj is assigned to SFN number

()

highest received power iteratively, until the required SIRbound — ] 0, if receiverj is not assigned to this timeslot
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and theSFN to transmitter assignment vector /I Phase 1:
. . . . A = RX
A [ n, iftransmitter: is assigned to SFN .
SEN2Tx; = {O, if transmitter: is not used. (8) while A% {

J = argmin(Cy — | M, )
Jj ERA
if NP2SFNSFN2TX; = R;n for any 1€ Mj: m
RX 2 {j: L; > 0AM,,,, # O}, ) A= A\j
else {

A modified fair queuing algorithm is presented here. It gives  jt SFN2Tx; =0, Yj' € M, {
scheduling priority to the terminals that have acquired lowest Nspn = Nspn + 1
data rate since they became active. n := Nspx

Introductory simulations show that it is beneficial to schedule SEN2Tx; := n, Vi € Mj ,,,
the terminals with biggest minimum SFN first. An intuitive ex-  }
planation is that it is easier to pack a knapsack efficiently if we  g|se

The sefRX of active receivers can be identified as

start with the big objects and put small objects in spacesinbe-  , .= SFN2Tx; for one of the elements
tween. Thus, the SFN size also affects the scheduling priority in; < M,
the algorithm. it ((n#0)
The scheduling may not be efficient if we always use the min- and ( SFN2Tx; =n for any i€ M, )
imum SFN to each receiver, such thgt= M; ,,,. For example, and ( SFN2Tx; # n
it may be beneficial to send packets to two termiryalaind . for any i€ TX\M; ) {
with similar minimum SFNs during the same time slot. Then SFN2Rx; := n
the scheduling scheme should combine the two minimum SFNs,  NP2Rx; := NP2Rx; + 1
such thaty;, = U;, = M;, ,, UM, ,,,. However, introduc- NP2SFN,, := NP2SFN,, + 1
tory simulations indicate that for the steady-state traffic model C;j:i=Cj+1
with unlimited number of packets to each termifa),= M; ., Ly =1L;—1
is the most efficient solution. A combination of SFNs is only if L;=0 {
advantageous when the queue to a terminal becomes empty be- A= A\j
fore the time slot ends and there is room for more packets in the phase2_flag := true}

schedule to a similar SFN during the same time slot. Because of }
this, the scheduling algorithm has two phases. Phase 1 only as- glse A .= A\j
signs terminals with disjoint or equal minimum SFNs. If a queue
becomes empty before phase 1 has come to an end, phase 2will
be carried out, which tries to combine several minimum SFNs.
Note that phase 2 cannot be evaluated for our traffic model. ;;  ppage 2

_The ‘algorlthm counts the numb_er of _packé_what eachter- ; phase2_flag {
minal j has sent. The algorithm iteratively tries to schedule a 5. gy
packet to the receiver that has first minimum counter véllye |\ hie A £ &
and secondly the biggest minimum SFN. When a termjread- j = argmin(Cy — a|Mjr )
ters the active state its counter is set to L) '

<
it (L, =0
C; = max(Cj _min 'er>. (10) or ( NP2SFNspnorx; = R,
J1ERX\S for any i€ M, )

Thus a packet from a new data burst achieves highest priority. A= A\j
A terminal that recently left the active state is prevented from else {

getting a more advantageous place. N := U SFN2Tx;
To avoid counter overflow, all counters may be adjusted, e.g., PEM;

after each time slot, according to if N\Ongf‘SiStS of one element {

n =
Cj:=Cj— min Cp,  Vj. 11) SFN2Tx; == n, Vi € Mj,
s SFN2Rx; := n SFN2Rx; := n

Pseudocode for the DSFN scheduling algorithm follows: NP2Rx; := NP2Rx; + 1
NP2SFN,, := NP2SFN,, +1

SFN2Tx;, :=0,Vz e TX C;, =0C;+1

NP2Rx; := 0,V7 € RX L;=L; -1

NP2SFN,, :=0,Vn € TX }

NSFN =0 }

o= L }

1+ max|Mj, | — min M, | }

phase2_flag := false O



1912 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 19, NO. 10, OCTOBER 2001

Timeslot 1|2|3|4 586 7 8

|
I &
Group 1; =

Group 2:
Group 3:
Group 4; s S N
. o Fig. 4. The staggered DPA algorithm, fdf = 4. During timeslot 1,
Fig. 3. FCA and DPA with' = 4. transmitters in group 1 can reserve timeslots 2 to 5 after checking the

interference. During slot 2, group 2 can schedule slots 3 to 6, etc.

1

o —v— FCAor DPA. K= 3.Ap =241
4| —9v- FCAor DPA. K= 3N = 91
—&- FCAor DPA.K= 4N =241
-~ FCAorDPA K= 4NT><= 91
—— FCAor DPA K= 7N =241
4| —o— FCA or DPA. K = 7I\er= 91
—— FCA or DPA. K =eo. N = 241
—o— FCA or DPA. K =oo N = 91
_o— DSFN.Np = 91
_o DSFN. Np =241

V. REFERENCESCHEMES

0.5f

A. Fixed Channel Allocation (FCA)

For reference, conventional cellular FCA is evaluated. T§ °'¢
make the results comparable with the DSFN evaluation, ong 005
one frequency channel is considered. Each base station tre°
mitter is assigned to one df TDMA channels and transmits oot
during the corresponding timeslot independently of if there | oms Ll —Ae ¢/ TSR reshold 1 (68)
something to send or ndReuse factoref K = 3,4,7,9, and nook m k% %

12 "?‘re conS|.der('ad; see the example of transmitter to Ch‘rjmlt—]ieg! 5. Outage probability as a function of the SIR boungd,, of the 7 modes
assignment in Fig. 3. m. Solid and dashed curves represent large and small system sizes. FCA and

Two handover schemes are evaluated'SIRR-based static DPA have the same outage for the saeThe lower bound for DPA and FCA
HO, which assigns each receiver to the transmitter that provid&genoted withi” = oc.
maximum SIR. This is similar to today’s MEMO system; and
2) Traffic adaptive HO(also known as cell breathing or loagstations inform each other about their scheduling decisions by
balancing): If a new active receiver belongs to overlapping celReans of a fast backbone network.

(i.e., the SIR> ~,, for several transmitters), it is assigned to A drawback is that DPA requires an SIR bound margin for
the celli with lowest number of assigned active receives interference among transmitters in the same group.

For each iteration of the algorithm, every active receiver that!n the original proposak” = 4, but we evaluate other values
belongs to overlapping cells is checked. The receiver is re&# to K = 12. Thus the SIR bound margin can be reduced,
signed to the cell with the lowest number of active receiversind less robust transmission schemes can be used. In the orig-
A; if the A; values of the overlapping cells differ by two orinal DPA, only one receiver is assigned to each timeslot and
more. If A; differ by one, then the receiver is reassigned to tHEansmitter. Since our system can transfer many IP packets per
other cell with a certain probability, for example 50%, in view téimeslot, we modify DPA to allow several different receivers to
make room for HO from more loaded cells near the first cell. F&hare the same slot, to restrict the packet délay.scheduling

the steady-state traffic model, the varianee(4; ) is either un- Of €ach transmitter queue is added to the algorithm, such that
changed or decreased after each iteration of this algorithm gitdpeduling priority is given to the receiver terminalhat has
converges within a few iterations. achieved lowest data rate.

bilityy,

B. Dynamic Packet Assignment (DPA) VI. SIMULATION RESULTS

The AT&T Labs network assisted DPA [1] is a combinatiohA“ Outage
of DCA and statistical multiplexing, i.e., data packet scheduling. Fig. 5 illustrates that DSFN has considerably better outage
The algorithm assigns transmitters and data packets to timeslptobability x than the other schemes, and that DSFN is allowed
A traditional HO scheme assigns each terminal to a trarl§-use transmission schemes= 1 to 6 for x < 5%.
mitter. We use the SIR-based static HO scheme above. The badePA with K groups has the same outage as FCA with reuse
station transmitters belong #§ groups, where the transmittersfactor . The lower bound given by (4) is denotéd = co.
in one group are nonadjacent. An example of a group divisionDPA and FCA can use scheme= 1 to 4 for x < 5%.
is given in Fig. 3. The figure shows that ouir,; model makes quite insensi-
DPA is based on a staggered scheduling algorithm, with tHge to the number of transmittergr,. in the system.
purpose to facilitate a distributed execution of the scheduling in
each base station, without contention among adjacent transrHit-
ters; see Fig. 4. During timeslat, the base stations in group Fig. 6 shows the spectrum efficiency (left) and FSSE (right)
n mod K calculate if it will be possible for them to transmitfor a system size oN, = 91, when transmission scheme
during timeslotr+1, n+2, ..., n+ K without causing outage and (in the DPA and FCA cases) the facfgrare chosen for
of already scheduled terminals. They also calculate if the actir@ximum spectrum efficiency. Fig. 7 shows the corresponding
receivers that are assigned to them can capture the transmitsults forNt,, = 241.
signal during each of thesK slots. Finally, the algorithm as-  The highest spectrum efficieneyw) that is achieved for the
signs transmitters and data packets to the timeslots, and the lsisrilated cases is 0.72 bit/s/Hz/site by DSFN.

Spectrum Efficiency and Fairness



ERIKSSON: DYNAMIC SINGLE FREQUENCY NETWORKS 1913

0.8 0.2 T g 0.5 0.35 T
—=— DSFN. —=— DSFN.
0.18| =~ DPA. 4 —— DPA.
0.7 -> DPA. K=4. 045 0.3H —% - DPA. K= 4. b
L| —— FCA. Dynamic. ] : —— i
0.16 - FCA. Staic.
06 ~6 FOA. Statc. : 04 ~& - FCA. Dynaric.

0.14

o

[

&
o
o
s

o
o
o
Y
o
(]
N
no

<

IS
o
N
wn

o

w
o
o
®
o
wm

FSSE [bit/s/Hztransmitter]
o
=
N

o
g
FSSE [bit/s/Hz/transmitter]

o

N

o
w

R

0.04

Spectrum efficiency [bit/s/Hz/transmitter]

4

Spectrum efficiency [bit/s/Hz/transmitter]

=

01 0.02

o
[=3
53

0 ’D 1 0 1 Q 1 v
10 10 10 10° 10 10 0 . . 0
Density [active receivers/transmitter] Density [active receivers/transmitter] 1 O" 100 10‘ 10" 100 10‘

Density [active receivers/transmitter] Density [active receivers/transmitter]

Fig. 6. Maximum throughput policy for selection of transmission scheme

and reuse factoK . No, = 91. Fig. 8. Max—min fairness policy for selection of transmission schemand

reuse factods'. Np, = 91.
07 016 ‘ ‘ TABLE I
’ ’ = DSFN. o DSFN IMPROVEMENT RELATIVE TO THE OTHER SCHEMES
—v— DPA. ,
= 0.6 0.14r| - DPA K= 4. 1 . :
3 S FoA Site. FCé with FCA. with DPA
5 _ 0.12-=® FOA Dynamic | | static HO | adaptive HO
& 0.5 S )
s £ / M| o) | 15610651% | 13410596% | 451t0313%
T 0.1
3., g M | F(w) | -48 t0 +309% | -28 to +228% | -6 to +453%
> 008 F|no| 7610651% | 7610596% | 1010233%
303 z 06 F | Flw 21 to 309% 17t0228% | 101 to 374%
& w 0.
3 ' 0.04 TABLE I
%) COMPUTATIONAL COMPLEXITY
01 0.024
& Nr.=19 Nr, =127 Nr,=241
0% = = 0 = - w=1 | w=10 w=1 w=10 w=1
0 110 10 1010 CPU time DPA 0.28 0.31 0.17 0.29 0.17
Density [active receivers/transmitter] Density [active receivers/transmitter] per packet DSEN 0.24 0.49 0.35 138 045
(ms) % -10% | +60% | +100% | +370% +160%
Fig. 7. Maximum throughput policy for selection of transmission scheme Clock freq. | DPA 0.3 0.4 0.9 1.5 2.2
and reuse factoR’. N, = 241. (GHz) DSFN | 05 2.1 34 31.8 7.5

The spectrum efficiency is not very sensitive to the syste@. Computational Complexity

size Ny, but the FSSE is affected. The computation complexity of the DSFN and DPA sched-
The jittery curves can be explained by the fact thaand K yjing algorithms has been evaluated, in view of examining if
depend on the densities. software implementation of packet-by-packet RRM is feasible
From the FSSE plots we can draw the conclusion that this a central computer that controls one system of transmitters
maximum spectrum efficiency polibgr choosing scheme: and one frequency channel.
and K may result in impaired FSSE of DPA and DSFN in com- The execution time of the compiled Matlab 6.0 code has been
parison to FCA. Thus, some users may experience worse pfifred on a 400 MHz Pentium Il processor. Note that consid-
formance if dynamic schemes are introduced. erably better performance is expected for handwritten C code.
In Fig. 8, amax—min fairness policig adopted, such that  Also note that only the time for producing the schedule is calcu-
and K are chosen for maximurh'(w). The plot indicates that lated. Time for actual data transfer, for managing measurement
this policy lets every user experience that DSFN gives highefdta, etc., is not considered.
performanceF(w) of up to of 0.25 bit/s/Hz/site is achieved by Table Il shows the average computation time per IP packet
DSFN. This policy results in a more robust transmission scheraed the time percentage increase of DSFN relative to DPA. It
m. also shows the required processor clock frequency in gigaHertz
Table Il shows the performance improvement span of DSHiIr real time execution, if we assume that the computation time
relative to the other schemes, for the maximum throughput (N&) inversely proportional to the clock frequency.
and max—min fairness (F) policies, evaluatedfar, = 91 and Observe that DPA is more sensitive to the density than DSFN.
241, andv in the range from 0.1 to 30. The highestimprovememPA should be modified to only consider a subset of the re-
in percentage points is achieved at the lowest density 0.1).  ceivers if the density is high.
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